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Preface

This is an introductory graduate course on algebra covering standard topics in
the theories of groups, rings, and modules. We will cover more or less the first
twelve chapters of the book Abstract Algebra by Dummit and Foote; [1]. Other
possible sources to follow these subjects are Hungerford’s Algebra [2] and Lang’s
Algebra [3].

We assume some familiarity with the basics of each of these topics. Hence
we proceed quite fast with the basics; such as homomorphisms, isomorphism
theorems, etc.
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Chapter 1

Groups

1.1 Basics of Groups

Definition. A group is a set G equipped with a binary operation ∗ on it and a
distinguished element e satisfying the following:

(i) a ∗ (b ∗ c) = (a ∗ b) ∗ c for all a, b, c ∈ G.

(ii) a ∗ e = a and e ∗ a = a for all a ∈ G.

(iii) for every a ∈ G, there is b ∈ G such that a ∗ b = e and b ∗ a = e.

⋄

The element e in this definition is unique. This means that if G is a group and
e′ ∈ G satisfies a ∗ e′ = a and e′ ∗ a = a for all a ∈ G, then e′ needs to be e. To
see this, note that both e and e′ are equal to e′ ∗ e. So it is justified to call this
element as the identity element of the group.

A similar argument shows that given a ∈ G there is a unique b satisfying (iii);
therefore we may name it as the inverse of a and denote it as a−1.

Definition. A group is called abelian if a ∗ b = b ∗ a for all a, b ∈ G. ⋄

We sometimes denote a group as a pair (G, ∗) or sometimes as a triple (G, ∗, e),
but most of the times we do not need to specify the group operation and the
identity element, so we simply say that G is a group. Most of the times, we’ll
write a · b or ab instead of a ∗ b. We also write 1 in the place of e. If we are
dealing with a particular group, we will use the usual notation for the group
operation and for the identity element. For instance, in example (2) below, we
are going to denote the group operation and the identity element as + and 0.

The cardinality of a group is called the order of the group. This word is mostly
used when the group is finite, but we use it for infinite groups in a few places.

7



8 CHAPTER 1. GROUPS

Examples 1.1.1. (1) The set G = {1} becomes a group by defining 1 ∗ 1 = 1;
this is called the trivial group.

(2) The sets of integers, rationals, reels, and complexes are groups with addition
as the group operation and with 0 as the identity.

(3) The sets of nonzero rationals, reels, and complexes are groups with multi-
plication as the group operation and 1 as the identity.

(4) The general linear group is

GL2(R) :=
{(

a b
c d

)
: a, b, c, d ∈ R, ad− bc ̸= 0

}
,

with matrix multiplication as the group operation. In general,

GLn(R) = {A ∈ Mn×n(R) : detA ̸= 0}

is a group with the matrix multiplication, where Mn×n(R) is the set of
n×n-matrices with real entries. As a matter of fact, the entries being reals
is not essential, any ring would do.

(5) Symmetries of a square: The group we are going to construct, let’s name it
as G for the moment, consists of the permutations of the letters A,B,C,D
preserving a certain adjacency relation between these letters. The adjacent
letters are as follows: A and B, A and D, B and C, C and D. For instance,
if A is sent to C, then B must be sent to one of B or D.

There is a nice way to visualize this. Think of squares whose corners are
labeled with letters A,B,C,D with the condition that the pairs declared to
be adjacent above are on adjacent corners. We denote one such square by
writing down the letters on the corners in an anti-clockwise way, starting
from the top left corner. We think of ABCD as the original square. Now we
can think of the elements of our group as maps sending the original square
to a square. Hence we may write down the elements as follows:

τ1 : ABCD → ABCD,

τ2 : ABCD → DABC,

τ3 : ABCD → CDAB,

τ4 : ABCD → BCDA,

τ5 : ABCD → DCBA,

τ6 : ABCD → BADC,

τ7 : ABCD → CBAD,

τ8 : ABCD → ADCB.

The group operation is given as composition of permutations. For instance,
τ3 ∗ τ7 is

ABCD
τ7→ CBAD

τ3→ ADCB.
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Note that this is τ8.

One may easily check that (G, ∗) is a group with e = τ1 as the identity
element.

Let ρ be τ2 and let σ be τ5. Note that ρ4 = e and σ2 = e. Also σρ = ρ3σ.
So elements of G are of the form ρiσj for i ∈ {0, 1, 2, 3}, j ∈ {0, 1} where
τ0 = e. So G has 8 elements.

In general, we may consider the symmetries of a regular n-gon in a similar
way. That group is called a dihedral group and is denoted as Dn. (Although,
you may see people using D2n.) We will return to this group for many
reasons; most importantly, when talking about generators and relations.

(6) The unit circle

S1 :=
{
α ∈ C× : |α| = 1

}
=
{
a+ bi ∈ C× : a2 + b2 = 1

}
in C with the usual multiplication of complex numbers is a group.

(7) The half-open interval G = [0, 1) ⊆ R with the group operation

a ∗ b =

{
a+ b, if a+ b < 1

a+ b− 1, if a+ b ≥ 1

This is addition modulo 1 ; so we will denote the operation ∗ as +.

(8) The set G = {f : R → R} of all/continuous/differentiable/smooth functions
from the reals to itself with the function addition as the group operation.

(9) The set Z/nZ = {0, 1, . . . , n− 1} with addition modulo n.

(10) The set (Z/nZ)× = {m ∈ Z : 0 < m < n, gcd(m,n) = 1} is a group with
multiplication modulo n.

(11) For a set X, let S(X) be the set of permutations of X; that is, S(X) is
the set of all bijections σ : X → X. Then S(X) becomes a group with
composition.

(12) For n > 0, let [n] denote the set {1, . . . , n}. We write Sn in the place of
S([n]). We will investigate this group in a lot of detail later.

△

Definition. Let G and H be groups. A map φ : G → H is called a homomor-
phism if

φ(a · b) = φ(a) · φ(b) for all a, b ∈ G.

If in addition, φ is injective, then it is called an embedding. A surjective em-
bedding is called an isomorphism. If there is an isomorphism between groups
G and H, they are said to be isomorphic and this is denoted as G ≃ H. ⋄

Note that if ϕ is a homomorphism, then ϕ(1) = 1.
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Examples 1.1.2. 1. Obviously, the identity map on any group is an isomor-
phism of it with itself.

2. The constant map on G sending everything to the identity of another
group H is a homomorphism, called the trivial homomorphism (from G
to H).

3. The map φ : (R,+) → (S1, ·) sending x ∈ R to e2πix is a group homomor-
phism.

4. The determinant is a group homomorphism from GLn(R) to R×.

5. Suppose that X and Y are two sets of the same cardinality. Then S(X)
is isomorphic to S(Y ). To see this, let f : X → Y be a bijection. We
define φ : S(X) → S(Y ) by φ(σ)(y) := f(σ(f−1(y)). In other words,
φ(σ) = f ◦ σ ◦ f−1. We leave it as an exercise to show that φ is an
isomorphism.

6. (Cayley’s Theorem) One very important embedding is that of G into S(G).
We illustrate how to do this, but many technical details are left to the
reader. Let a ∈ G. Then we have a map ϕa : G→ G given by ϕa(x) = ax.
It is clear from the definition of group that each such map is indeed a
permutation of G. This is to say that ϕa ∈ S(G). It is also clear that
ϕa ◦ ϕb = ϕab. Therefore Φ : G→ S(G) is a group homomorphism, and it
is easy to see that this is indeed an embedding. As a result every group
is a subgroup of a permutation group.

△

Let G be a group and a ∈ G. We put a0 = 1. For m > 0, let am denote the
product of a by itself m times. If m < 0, then am denotes (a−1)−m.

Definition. If am = 1 for some m > 0, then the smallest such m is called the
order of a and it is denoted as |a|. If am ̸= 1 for any m > 0, then we say a is of
infinite order, and sometimes write |a| = ∞. ⋄

Example 1.1.3. The element ζn := e2πi/n of the unit circle has order n. △

Suppose that G is a finite group and a ∈ G. Then am = an for some m ̸= n by
the Pigeonhole Principal. Assuming m > n, we get am−n = 1. So, any element
of a finite group has finite order. Later, we will see that |a| | |G|.
Remark. If φ : G → H is a homomorphism and a ∈ G with n = |a|, then
|φ(a)| ≤ n, because φ(a)n = φ(an) = φ(1) = 1. ◦

Definition. A subgroup of a group G is a non-empty subset H of G that is
closed under multiplication and inverses; that is, if a, b ∈ H then so are ab and
a−1.1 We write H ≤ G when H is a subgroup of G. ⋄

1As a matter of fact, it is enough to check that ab−1 ∈ H for every a, b ∈ H.
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Remark. If H ≤ G and a ∈ H, then aa−1 = 1 ∈ H. So a subgroup itself is a
group with the restriction of the multiplication and inversion. ◦

Examples 1.1.4. 1. Clearly {1} ≤ G. It is called the trivial subgroup (of
G). Also G ≤ G.

2. (Z,+) ≤ (Q,+) ≤ (R,+).

3. (S1, ·) ≤ (C×, ·).

4. Let H = {1, ρ, ρ2, . . . , ρn−1} ⊆ Dn. It is easy to see that H ≤ Dn.
Similarly K = {1, σ} is also a subgroup of Dn.

5. Let G be a group and a ∈ G. Then ⟨a⟩ := {an : n ∈ Z} is a subgroup
of G, called the cyclic subgroup of G generated by a. If there is a ∈ G
with ⟨a⟩ = G, then G is called a cyclic group. Clearly, cyclic groups are
abelian.

Remark. If a is of finite order, then |a| = |⟨a⟩|. If |a| = ∞, then ⟨a⟩ ≃ Z. ◦

Another general kind of subgroups is given by homomorphisms as in the next
definition.

Definition. Let φ : G→ H be a homomorphism. Define the kernel of φ as

kerφ := {a ∈ G : φ(a) = 1}.

⋄

It is easy to see that kerφ ≤ G. Similarly, the image of φ is a subgroup of H;
that is, Imφ := {φ(a) : a ∈ G} ≤ H.

Note that φ is an embedding if and only if kerφ = {1}, because

φ(a) = φ(b) ⇐⇒ φ(a)φ(b)−1 = 1 ⇐⇒ φ(ab−1) = 1 ⇐⇒ ab−1 ∈ kerφ.

We will return to the kernels later when we discuss normal groups.

Definition. Let G be a group and X ⊆ G. The subgroup of G generated by X
is the intersection of all subgroups of G containing X. We denote it as ⟨X⟩G or
simply as ⟨X⟩ if G is clear from the context.2 ⋄

1.1.1 Cyclic Groups.

Each of the following on cyclic groups has a straightforward proof; so the details
of the proofs are left as exercise.

• Two cyclic groups of the same order are isomorphic.

2The second notation is the same as the group generated by S from above, but it will be
clear from the context which one is meant.
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• Subgroups of a cyclic group are also cyclic: Let G = ⟨a⟩ and H ≤ G.
Suppose H is non-trivial and take smallest n > 0 such that an ∈ H. One
can easily see that ⟨an⟩ = H.

• Z/nZ is a cyclic group (generated by 1). Hence by the first part, any cyclic
group of order n is isomorphic to Z/nZ. We denote the multiplicatively
written cyclic group of order n, say generated by a, by Cn. So elements
of Cn are 1, a, a2, . . . , an−1 and aiaj = ak if and only if i+ j ≡ k mod n.
Some authors use Zn to denote this group, but we will not do that in these
notes.

• To sum up: Infinite cyclic groups are isomorphic to Z and finite ones to
Z/nZ for some n > 0.

In general, we can define the subgroup (of G) generated by a subset S (rather
than a single element):

⟨S⟩ := {ak11 · · · aknn : a1, . . . , an ∈ S, k1, . . . , kn ∈ Z}.

△

We may construct a group from two groups G and H:

G×H =
{
(g, h) : g ∈ G, h ∈ H

}
where (g1, h1) ·(g2, h2) = (g1g2, h1h2). This is called the direct product of G and
H.

1.1.2 Permutation Groups

We investigate Sn in a little bit more detail. We may write an element σ of Sn
as [

1 2 . . . n
σ(1) σ(2) . . . σ(n)

]
,

but there is a better way to do this: Let a1, . . . , at ∈ [n] be distinct. The element
of Sn sending ai to ai+1 for i = 1, . . . , t−1, sending at to a1, and fixing everything
else is denoted as (a1 a2 · · · at); such an element is called a cycle. Two cycles
(a1 · · · at) and (b1 · · · bs) are called disjoint if {a1, . . . , at}∩ {b1, . . . , bs} = ∅.

The proofs of the next two results are straightforward and left as an exercise.

Proposition 1.1.5. Any element of Sn can be written uniquely as a product of
disjoint cycles.

Proposition 1.1.6. If σ, τ are disjoint cycles, then στ = τσ.
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A transposition (in Sn) is a cycle of length 2; so, it is of the form (a b) for some
distinct a, b ∈ [n].

Note that (a1 · · · at) = (a1 at)(a1 at−1) · · · (a1 a2). So in the light of the
proposition above, any element of Sn can be written as a product of transpo-
sitions. However, this representation is not unique. For instance, the identity
is the product of nothing and also it is the product of (12) by itself. The fact
is that the parity of the number of transpositions in different representations
does not change. This means that if τ1, . . . , τk, σ1, . . . , σl are transpositions with
τ1 . . . τk = σ1 . . . σl, then k − l is an even number. (The proof of this fact is not
very easy, but can be found in any basic group theory book; we skip it.) This
can be reformulated by saying that there is a group homomorphism Sn → Z/2Z.
The kernel of this homomorphism is denoted as An.

Note that An consists of elements of Sn that can be written as a product of
even many transpositions. So its elements are called even permutations. The
other permutations are called odd.

1.1.3 Cosets and Normal Subgroups

Definition. Let G be a group and H ≤ G. A left coset of H (in G) is a set of
the form

aH := {ah : h ∈ H}

for some a ∈ G. We define a right coset Ha in a similar way. If we simply say
coset, then we mean a left coset. ⋄

It is easy to see that ah 7→ bh is a bijection between two cosets aH and bH; so
any coset has the same cardinality as H. It is also clear that either aH∩bH = ∅
or aH ∩ bH = aH = bH. So the cosets partition G and hence we proved the
following.

Theorem 1.1.7 (Lagrange). Let G be a finite group and H ≤ G. Then

|H| | |G|.

Corollary 1.1.8. Let G be a finite group and a ∈ G. Then |a| | |G|.

Corollary 1.1.9. Groups of prime order are cyclic.

If H has finitely many cosets in G, then we write [G : H] for the number of
cosets of H. It is called the index of H in G; and if G is finite, then it equals
|G|
|H| .

Given an element a ∈ G, we define the conjugate of H by a as

a−1Ha := {a−1ha : a ∈ H}.

It is easy to see that a−1Ha ≤ G. Also for a ∈ G we have
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aH = Ha ⇐⇒ a−1Ha = H.

Therefore the following conditions are equivalent:

• aH = Ha for all a ∈ G.

• a−1Ha = H for all a ∈ G.

• a−1Ha ⊆ H for all a ∈ G.

• H ⊆ a−1Ha for all a ∈ G.

If one of these equivalent conditions hold, then the subgroup H is said to be a
normal subgroup. We denote this as H ◁ G.

We let G/H := {aH : a ∈ G} to be the set of cosets. If H ◁ G , then we may
define a binary operation on G/H as follows

aH · bH = abH.

As a matter of fact this operation is well defined if and only if H ◁ G.3

We write a in the place of aH if H is clear from the context.

Example 1.1.10. 1. Let G = Dn. First consider H = ⟨ρ⟩. It is easy to
check that H ◁ G and that |H| = n. Then |G/H| = [G : H] = 2n

n = 2.
Then G/H ≃ Z/2Z.

2. Let G = Z. Then G is abelian, and hence every subgroup is normal. In
this case, subgroups of Z are of the form mZ for some m ∈ N. Then for
m > 0, Z/mZ is really {0, 1, . . . ,m− 1}. Hence two notations agree.

3. Q/Z is an infinite abelian group each of whose elements have a finite order.
However, there are elements of arbitrarily large orders.

4. Let G be any group and define the center of G to be

Z(G) := {b ∈ G : ab = ba for all a ∈ G}.

Then Z(G) ◁G. One can check that G is abelian if and only if Z(G) = G.

Exercise. Also G/Z(G) is cyclic only when G itself is abelian.

5. If φ : G→ H is a homomorphism, then kerφ ◁ G.
△

Definition. A group G whose only normal subgroups are 1 and G is called
simple. ⋄

3This is yet another straightforward exercise.
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1.2 Isomorphism Theorems

Let H ◁ G and define π : G → G/H by π(a) = a = aH. Then π is a homo-
morphism and kerπ = H. So any normal subgroup is the kernel of a certain
homomorphism.

Next, we state the isomorphism theorems (and their consequences) with some
hints on their proofs.

Theorem 1.2.1 (First Isomorphism Theorem). Let φ : G → H be a surjective
homomorphism with K = kerφ. Then H ≃ G/K.

Example 1.2.2. 1. Let G and H be any group. Then φ : G × H → G,
φ(g, h) = g has kernel kerφ = {1} ×H and G×H/{1} ×H ≃ G.

2. Let | · | : C× → R>0 be the complex norm map. Then ker(| · |) = S1, and
| · | is surjective. So C×/S1 ≃ R>0.

△

Definition. Let H, K be subgroups of G. We define

HK = {hk : h ∈ H, k ∈ K}.

⋄

In general, HK is not a subgroup of G, but it is so when H ◁ G:

h1k1 · h2k2 = h1h
′
2k1k2 ∈ HK, (hk)−1 = k−1h−1 = h′k−1 ∈ HK.

When H ◁ G, we also have H ◁HK and H ∩K ◁K.

Theorem 1.2.3 (Second Isomorphism Theorem). Let K ≤ G and H◁G. Then

K/K ∩H ≃ HK/H.

Proof sketch. Define φ : K → HK/H by φ(k) = k (= kH).4 Clearly kerπ =
H ∩K. Note that hk = hkH = Hhk = Hk = kH = k for all h ∈ H, k ∈ K. So
φ is also surjective.

Corollary 1.2.4 (Correspondence Theorem). Let H ◁ G. Then there is a bi-
jection between the set of all subgroups of G/H and the set of all subgroups of
G containing H.

Proof sketch. Let H ⊆ K ≤ G. Then H ◁ K and K/H ≤ G/H. Conversely,
let A ≤ G/H and put K := {a ∈ G : aH ∈ A}. Then H ⊆ K and K ≤ G and
K/H = A.

Theorem 1.2.5 (Third Isomorphism Theorem). Let H ◁ G, K ◁ G, H ⊆ K.
Then K/H ◁ G/H and G/H/K/H ≃ G/K.

4Actually, φ = π ◦ ι where ι : K → HK is the inclusion map.



16 CHAPTER 1. GROUPS

Proof sketch. Define φ : G/H → G/K by φ(aH) = aK and check that this
is well-defined. Clearly, φ is a homomorphism and kerφ = K/H. It is also
surjective.

Corollary 1.2.6. Let H ◁ G, K ≤ G, and H ⊆ K. Then K ◁ G if and only if
K/H ◁ G/H.

We are going to use the next result repeatedly.

Proposition 1.2.7. Let H ◁ G and K ◁ G, and suppose that HK = G and
H ∩K = {1}. Then G ≃ H ×K.

Proof. Define φ : H × K → G by φ(h, k) = h · k. Then φ is a surjective
homomorphism. Let (h, k) ∈ kerφ. So hk = 1. But then h = k−1 ∈ K,
hence h = k = 1. It follows that φ is an isomorphism. ■

Note that the conditions HK = G and H ∩ K = {1} together are equivalent
to the condition that each element of G can be written uniquely as a product
of h ∈ H and k ∈ K. When these conditions hold, we say that G is the inner
direct product of H and K.

1.3 Group Actions

Definition. Let G be a group and X a set. An action of G on X is a map
∗ : G×X → X such that

(i) ∗(1, x) = x for all x ∈ X.

(ii) ∗(a, ∗(b, x)) = ∗(ab, x) for all a, b ∈ G and x ∈ X.

⋄

If there is an action of G on X and we do not want to specify ∗, then we simply
say that G acts on X or X is a G-set. We do not write ∗(a, x), but rather write
a ∗ x or ax.

Example 1.3.1. 1. The left multiplication action (or the left regular ac-
tion): X = G with g ∗ x = gx.

2. Conjugation action: X = G with g ∗ x = gxg−1.

3. Matrix multiplication: X = Rn, G = GLn(R) with A ∗ x⃗ = Ax⃗.

4. Let X be the set of subgroups of G. Then G acts on X by conjugation:
g ∗H = gHg−1.

△



1.3. GROUP ACTIONS 17

An action of G on a set X can be seen as a homomorphism σ : G → S(X):
Given an action ∗ we define σ : G → S(X) by σ(g)(x) = g ∗ x and vice versa.5

For instance, the left regular action of a group G on itself is the same as the
earlier embedding of G into S(G) in Example 6.

We attach the following objects to an action of G on X:

• GX := {g ∈ G : gx = x for all x ∈ X} (= kerσ). If GX = {1}, then we
say that the action is faithful.

• For g ∈ G: Xg := {x ∈ X : gx = x}.

• Isotropy subgroup (or the stabilizer) of x ∈ X: Gx := {g ∈ G : gx = x}.

• The G-fixed points of X: XG :=
⋂
g∈GXg.

Remark. GX =
⋂
x∈X Gx. ◦

We define an equivalence relation ∼ on X: x ∼ y ⇐⇒ y = gx for some g ∈ G.
The ∼-equivalence classes are called orbits. The orbit of x ∈ X is denoted as
Gx.

An action is called transitive if there is only one orbit; that is, X = Gx for
some/all x ∈ X.

Exercise. Determine GX , XG, and Gx, Gx, Xg for various choices of x, g for
the actions in Example 1.3.1.

Proposition 1.3.2. Let G act on X, and let x ∈ X. Then |Gx| = [G : Gx]. In
particular, if G is finite, then |Gx| | |G|.

Proof. Define f : Gx → G/Gx by f(ax) = aGx. This is indeed a function: If
ax = bx then a−1b ∈ Gx and hence aGx = bGx. Clearly f is surjective. Assume
that f(ax) = f(bx). Then aGx = bGx and a−1b ∈ Gx and ax = bx. So f is also
injective. ■

Let G act on itself by conjugation. We call Gx = {a ∈ G : axa−1 = x} the
centralizer of x (in G) and denote it as CG(x). Note that

GX = {a ∈ G : axa−1 = x for all x ∈ G}

is the center Z(G) of G.

LetX be the set of subgroups ofG. ThenG acts onX as follows: a·H = aHa−1.
We call GH = {a ∈ G : aHa−1 = H} the normalizer of H (in G) and denote
it as NG(H). Clearly, H ◁ NG(H), and NG(H) is the largest subgroup of G in
which H is normal.

5Details are left to the reader.
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Theorem 1.3.3 (Burnside Formula). Let G be a finite group acting on a finite
set X. Let r be the number of orbits. Then

r|G| =
∑
a∈G

|Xa|.

Proof. Let Z = {(a, x) ∈ G × X : ax = x}. Note that Z =
⋃
a∈G{a} × Xa =⋃

x∈X Gx × {x}. So we have∑
a∈G

|Xa| =
∑
x∈X

|Gx| =
∑
x∈X

|G|
|Gx|

= |G|
∑
x∈X

1

|Gx|
.

It is easy to see that
∑
x∈X

1
|Gx| = r. ■

Let G act on itself by conjugation. The orbits of this action are called conjugacy
classes, and when two elements are in the same conjugacy class, we say that
they are conjugate (to each other). The conjugacy class of a is denoted as aG.

Suppose G is finite. Note that {a} is a conjugacy class if and only if a ∈ Z(G).
Let a1, . . . , at ∈ G be a set of class representatives of classes with more than one
element.6 Then G = Z(G) ∪ aG1 ∪ · · · ∪ aGt where the intersections are empty.
So |G| = |Z(G)|+ |aG1 |+ · · ·+ |aGt |. Therefore we have

|G| = |Z(G)|+
t∑
i=1

[G : CG(ai)].

This is called the class equation.

Example 1.3.4. LetG = D4. We know thatD4 is not abelian. So Z(D4) ̸= D4.
Also [D4 : Z(D4)] ̸= 2. The only remaining possibility is |Z(D4)| = 2. So the
possible “decompositions” are

8 = 2 + (4 + 2) or 8 = 2 + (2 + 2 + 2).

However, any subgroup of order 2 is contained in a subgroup of order 4,7 and
those subgroups are abelian. So the decomposition has to be 8 = 2+(2+2+2).
We could find the conjugacy classes by hand also. They are

{id}, {ρ2}, {ρ, ρ3}, {σ, σρ2}, {σρ, σρ3}.

△

Example 1.3.5. Let G = Sn and let σ, τ ∈ Sn. Suppose that the cycle decom-
position of σ contains a cycle (· · · a b · · · ). Then

τ(b) = τ(σ(a)) = τ(σ(τ−1(τ(a)))) = τστ−1(τ(a)).

6Note that t = 0 if and only if G is abelian.
7This is a consequence of the Sylow theorems, but we have not proven them yet; so this

should be done by analyzing the subgroups of D4.
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Hence the cycle decomposition of τστ−1 has (· · · τ(a) τ(b) · · · ). Therefore, the
cycle decompositions of τστ−1 is “τ applied to the cycle decomposition of σ”.
This means that we replace each a in the cycle decomposition of σ by τ(a) in
order to get the cycle decomposition of τ .

Let n = 6 and consider σ = (14)(236) and τ = (12)(345). Then τ−1 = (12)(354),
and hence τστ−1 = (25)(146) = (τ(1)τ(4))(τ(2)τ(3)τ(6)). This shows that
conjugate elements of Sn have the same “cycle type”. Prove the other way as
an exercise: If σ1 and σ2 have the same cycle type, then they are conjugate. △

Exercise. Determine Z(Sn).

1.4 p-Groups and Sylow Theorems

Until further notice, p is a prime.

Definition. A group of order pn for some n ∈ N is called a p-group. ⋄

Theorem 1.4.1. Let a p-group G act on a finite set X. Then

|X| ≡ |XG| mod p.

Proof. As in the class equation, we have

|X| = |XG|+
t∑
i=1

[G : Gxi ],

where {x1, . . . , xt} is a full set of orbit representatives.

For each xi since [G : Gxi
] > 1 and divides |G|, it is 0 mod p. Then |X| ≡

|XG| mod p as desired. ■

Corollary 1.4.2. If G is a non-trivial p-group, then Z(G) is non-trivial.

Proof. Apply Theorem 1.4.1 with the conjugation action or use the class equa-
tion. ■

Corollary 1.4.3. A group G of order p2 is abelian.

Proof. If |Z(G)| = p, then |G/Z(G)| = p and hence is cyclic; but, then G needs
to be abelian. ■

Theorem 1.4.4 (Cauchy). Let G be a finite group with p | |G|. Then G has
an element of order p.

Proof. Consider the set X = {(a1, . . . , ap) ∈ Gp : a1a2 · · · ap = 1}. In other
words, X is the set of elements of the form (a1, . . . , ap−1, (a1 · · · ap−1)

−1) where
a1, . . . , ap−1 vary over the elements of G. Hence |X| = |G|p−1. Therefore p | |X|.

Act onX byH := ⟨(12 · · · p)⟩ ≤ Sp as σ(a1, . . . , ap) = (aσ(1), . . . , aσ(p)). Clearly,
(a1, . . . , ap) ∈ XH if and only if a1 = a2 = · · · = ap, and p | |XH | ≡ |X| mod p.
Take (a, . . . , a) ∈ XH \ {(1, . . . , 1)}. This just means ap = 1. ■
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Corollary 1.4.5. A finite group G is a p-group if and only if every element of
G has order pn for some n ∈ N.

Before stating and proving the Sylow Theorems, we collect some information
on p-groups. We return to these when we study nilpotent groups below.

Theorem 1.4.6. Let G be a non-trivial p-group of order pa, and let H ≤ G.

1. If 1 ̸= H ◁ G then H ∩ Z(G) ̸= 1.

2. If H ◁ G then for all pb | |H|, there is a subgroup of H of order pb that is
normal in G.

3. If H ̸= G then H ̸= NG(H).

4. If K ⪇ G is maximal, then K ◁ G and |G/K| = p.

Proof. 1. G acts on H by conjugation. The set of fixed points of this action
is H ∩ Z(G). So |H ∩ Z(G)| ≠ 1 by Theorem 1.4.1.

2. If H = 1 then the statement is trivial. Assume H ̸= 1.

We proceed by induction on a. If a = 1 then H = G and we are done. So
assume a > 1 and suppose that the result holds for all exponents smaller
than a.

By (1) and Cauchy’s theorem, H ∩ Z(G) has a subgroup K of order p.
Then H/K ◁G/K and |G/K| = pa−1. By the induction hypothesis, H/K
has a subgroup of every possible order and they are normal in G/K. If
L/K ◁ G/K then L ◁ G and |L| = |L/K| · p. This gives the required
subgroups of H.

3. We once again proceed by induction on a. If a ≤ 2 then G is abelian and
the result is trivial.

Let a > 2 and suppose that the result holds for smaller exponents. Con-
sider Z(G). If Z(G) ⊈ H then H < ⟨H,Z(G)⟩ ≤ NG(H) and we are
done. So assume Z(G) ≤ H. By the induction hypothesis, H/Z(G) <
NG/Z(G)(H/Z(G)). Since NG/Z(G)(H/Z(G)) = NG(H)/Z(G), we are
done.

4. Let K < G be maximal. Then K < NG(K) and hence NG(K) = G
implying that K ◁ G. Applying (2) with G in the place of H, we get
[G : K] = p.

■

We prove a few technical results to be used in the proofs of Sylow Theorems.
We repeatedly use the first one for many other purposes.

Proposition 1.4.7. Let H and K be subgroups of G. Then |HK| = |H||K|
|H∩K| .
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Proof. Let f : H×K → HK be defined as f(h, k) = h ·k, and write (h1, k1) ∼f
(h2, k2) when f(h1, k1) = f(h2, k2). Then ∼f is an equivalence relation on

H ×K and f̃ : H ×K/∼f → HK is a bijection. Note that each ∼f equivalence
class has |H ∩K| many elements: (h1, k1) ∼f (h2, k2) if and only if

h2 = h1x and k2 = x−1k1 where x = h−1
1 h2 = k1k

−1
2 ∈ H ∩K.

■

Recall that HK ≤ G if one of H or K is normal in G. We actually need less
than that:

Proposition 1.4.8. Let H, K be subgroups of G. Then HK ≤ G if and only
if HK = KH. In particular, if H ≤ NG(K) then HK ≤ G.

Proof. Take a = h1k1, b = h2k2 from HK. Then ab−1 = h1k1k
−1
2 h−1

2 ∈ HKH.
So if KH = HK, we have ab−1 ∈ HK and hence HK ≤ G.

It is clear that HK = KH when HK ≤ G.

If H ≤ NG(K), then hKh−1 = K for all h ∈ H. Hence HK = KH. ■

Lemma 1.4.9. Let G be a finite group with a p-subgroup H. Then

[NG(H) : H] ≡ [G : H] mod p.

Proof. Let C = {aH : a ∈ G} be the set of cosets of H in G. Then H acts on
C by left multiplication, and

CH = {aH : haH = aH for all h ∈ H},
= {aH : a−1haH = H for all h ∈ H},
= {aH : a−1Ha = H},
= {aH : a ∈ NG(H)}.

Hence |CH | = [NG(H) : H]. Therefore [G : H] ≡ [NG(H) : H] mod p by
Theorem 1.4.1. ■

Theorem 1.4.10 (Sylow 1). Let G be a group of order pnm where n ≥ 1 and
p ∤ m. Then for any subgroup H of order pi with i ∈ {0, 1, . . . , n − 1}, there is
a subgroup K of G of order pi+1 such that H ◁K.

Proof. We proceed by induction on i.

If i = 0, then H = {1} and K exists by Cauchy’s theorem.

Let i > 0. We have p | [G : H] since i ̸= n; therefore, p | [NG(H) : H] by
Lemma 1.4.9. Using Cauchy’s theorem, take L ≤ NG(H)/H with |L| = p.
Then L = K/H for some K ≤ G with H ◁K. Clearly |K| = pi+1. ■
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In particular, if |G| = pnm with p ∤ m, then G has a subgroup of order pn: a
maximal p-subgroup. Such a subgroup will be called a Sylow p-subgroup of G.

Note that if P is a Sylow p-subgroup, then so is any of its conjugates. The
second part of Sylow’s theorem states that those are all the Sylow p-subgroups.

Theorem 1.4.11 (Sylow 2). Any two Sylow p-subgroups P and Q of G are
conjugates.

Proof. Let C = {aP : a ∈ G} be the set of cosets of P . Then Q acts on C
by left multiplication. The number |CQ| of cosets fixed under this action is
|CQ| ≡ |C| = [G : P ] mod p. So CQ ̸= ∅. Let aP ∈ CQ, that is baP = aP for
all b ∈ Q. This means a−1Qa ⊆ P . Therefore Q = aPa−1. ■

The last part of the Sylow’s theorem gives some information about the number
of Sylow p-subgroups of G.

Theorem 1.4.12 (Sylow 3). Let G be a group of order pnm with n ≥ 1 and
p ∤ m, and let np be the number of Sylow p-subgroups of G. Then np | m and
np ≡ 1 mod p.

Proof. Let X be the set of Sylow p-subgroups of G. Any P ∈ X acts on X by
conjugation. Some Q ∈ X is fixed by this action if and only if P ≤ NG(Q). So
both P and Q are Sylow p-subgroups of NG(Q). By Sylow 2, they are conjugates
in NG(Q), but Q is normal in its normalizer NG(Q), so they must be the same.
In short, XP = {P}. So np = |X| ≡ |XP | = 1 mod p.

The action of G on X has a single orbit. So [G : GP ] = |X| for all P ∈ X.
Clearly GP = NG(P ). Since m = [G : P ] = [G : NG(P )][NG(P ) : P ], we
conclude m | np. ■

Remark. A Sylow p-subgroup is normal if and only if np = 1. ◦

1.4.1 Applications of Sylow Theorems

Example 1.4.13. Let G be a group of order p2. We know that G has to
be abelian, but here we will get a little bit more information using the Sylow
theorems.

If G is cyclic, then G ≃ Cp2 . If not, then every non-identity element has order
p. Let a ∈ G \ {1} and put H = ⟨a⟩. Let b ∈ G \H and put K = ⟨b⟩. Clearly
H ≃ Cp ≃ K. We claim that G ≃ H × K. We do this by showing HK = G

and H ∩K = {1}. It is clear that H ∩K = {1}. Then |HK| = |H|·|K|
|H∩K| = p2,

so HK = G. By the first Sylow Theorem, we know that H is normal in a
subgroup of G of order p2; hence H is normal in G. Similarly, K ◁G. Therefore
G ≃ Cp × Cp. △
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Example 1.4.14. Let G be a group of order 45 = 325. Let P be a Sylow
3-subgroup. Then |P | = 9 and hence P ≃ C9 or P ≃ C3 × C3. We know that
n3 ≡ 1 mod 3 and n3 | 5. So n3 = 1, hence P ◁ G.

Let Q ≤ G be a Sylow 5-subgroup. Then Q ≃ C5. Also n5 | 9 and n5 ≡ 1 mod 5.
So again n5 = 1 and Q ◁ G. It is clear that P ∩Q = {1} and PQ = G. So G is
isomorphic to C9 × C5 or C3 × C3 × C5. In particular, G is abelian. △

Example 1.4.15. Let G be of order pq where p < q are primes. Then nq | p
and nq ≡ 1 mod q. It must be the case that nq = 1. Let Q ◁ G be the unique
Sylow q-subgroup of G. Assume that q ̸≡ 1 mod p. Then np = 1. Let P ◁ G be
the unique Sylow p-subgroup of G. Then G ≃ P ×Q ≃ Cpq and G is cyclic. An
example would be a group of order 33. △

Example 1.4.16. Let G be of order 30 = 2 · 3 · 5. Suppose that neither of n3
and n5 are 1. We know n3 | 10 and n5 | 6. So n3 = 10 and n5 = 6. The number
of non-identity elements in the groups is

10(3− 1) + 6(5− 1) = 20 + 25 = 44 > 30.

So one of n3 or n5 must be 1. In other words, either a Sylow 3-subgroup or
a Sylow 5-subgroup is normal in G. Therefore, if P and Q are Sylow 3- and
5-subgroups, then PQ ≤ G. However, [G : PQ] = 2, so PQ ◁ G. Therefore, G
has a normal cyclic subgroup of order 15.8 △

We will have some applications of Sylow theorems later. We first introduce
solvable groups and prove basics about them.

1.5 Solvable Groups

Definition. Let G be a group.

(i) A subnormal series for G is a sequence of subgroups

{1} = G0 ◁ G1 ◁ · · · ◁ Gn = G.

(ii) We say that G is solvable if it has a subnormal series such that Gi/Gi−1

is abelian for all i = 1, . . . , n.

⋄

Example 1.5.1. 1. Any abelian group is solvable.

2. Any p-group is solvable.

3. Since A3 ≃ C3 and S3/A3 ≃ C2, the following is a subnormal series for
S3: {id} ◁ A3 ◁ S3.

8Both P and Q are normal in G!



24 CHAPTER 1. GROUPS

4. No non-abelian simple group is solvable.

5. Let G have order pq where p and q are primes.

If p = q then G is abelian, hence solvable.

Assume p < q. Then the Sylow q-subgroup Q of G is normal in G. Hence
0 ◁ Q ◁ G is a subnormal series for G because G/Q has p elements, hence
abelian.

6. Let G be of order p2q.

If p = q then G is a p-group, hence solvable.

If p > q then np = 1. If P ◁ G is the unique Sylow p-subgroup, then
G/P ≃ Cq; hence G is solvable.

If p < q then nq ∈ {1, p, p2}. If nq = 1 then we are done as above. We
cannot have nq = p since p < q. So the final case is nq = p2 when there are
p2(q− 1) many non-identity elements in all Sylow q-subgroups. There are
also at least p2 − 1 many non-identity elements in the Sylow p-subgroups.
This brings the total to p2(q−1)+p2−1 = p2q. We still have the identity,
so nq ̸= p2 implying we have a normal subgroup of order q. As before, it
follows that G is solvable.

△

Theorem 1.5.2. Let G be a group and H ◁ G. Then G is solvable if and only
if both H and G/H are solvable.

Proof. ( ⇐= ) Let 1 ◁ H1 ◁ · · · ◁ Hm = H and 1 ◁ K1 ◁ · · · ◁ Kn = G/H be
subnormal series with abelian quotients. Then Ki = Hm+i/H for some Hm+i

adding up to a subnormal series

1 ◁ H1 ◁ · · · ◁ Hm ◁ Hm+1 ◁ · · · ◁ Hm+n = G

of G.
( =⇒ ) Let 1 = G0 ◁ G1 ◁ · · · ◁ Gn = G be a subnormal series for G with

Gi/Gi−1 abelian for i = 1, . . . , n. Let Hi = Gi ∩ H. Clearly Hi−1 ◁ Hi for
i = 1, . . . , n. Consider φi : Hi → Gi/Gi−1 defined by φ(a) = a. The kernel of
φi is kerφi = Gi−1 ∩ Hi = Gi−1 ∩ Gi ∩ H = Hi−1. So Hi/Hi−1 ↪→ Gi/Gi−1,
hence Hi/Hi−1 is abelian showing that H is solvable.

Consider φn : Gn−1 → Gn/H. The kernel of φn is kerφn = H ∩Gn−1 = Hn−1,
so Gn−1/Hn−1 is isomorphic to a subgroup Kn−1 of Gn/H. It is easy to see
that Kn−1 ◁ Gn/H. Going on this way, we could show that

Gi−1/Hi−1 ≃ Ki−1 ◁ Ki ≤ G/H.

Note that
Ki−1 ≃ Gi−1/Hi−1 = Gi−1/Gi−1 ∩H ≃ Gi−1H/H

by the Second Isomorphism Theorem. Then

Ki/Ki−1 ≃ GiH/H/Gi−1H/H ≃ GiH/Gi−1H
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by the Third Isomorphism Theorem. Now

GiH/Gi−1H = Gi(Gi−1H)/Gi−1H ≃ Gi/Gi ∩ (Gi−1H) ≃ Gi/Gi−1/Gi ∩ (Gi−1H)/Gi−1.

This last group is a quotient of an abelian group. So Ki/Ki−1 is abelian proving
that G/H is solvable. ■

Example 1.5.3. Let G be a group of order 30. Then we know that G has
a normal subgroup, say H, of order 15. By Example 1.5.1.5, H needs to be
solvable. Since G/H ≃ C2 is also solvable, any group of order 30 is solvable.

Actually, this method shows that in general, groups order pqr, where p, q, r are
primes, are solvable. △

1.6 Automorphism Group

Let G be a group. The set Aut(G) of all automorphisms of G becomes a group
under composition. The mapping φ : G → Aut(G) defined by φ(a)(b) = aba−1

is a homomorphism with kernel given by kerφ = {a ∈ G : φa = id} = Z(G).
So G/Z(G) embeds into Aut(G). The image of φ is denoted as Inn(G), and its
elements are called the inner automorphisms.

Proposition 1.6.1. For any G we have Inn(G) ◁Aut(G).

Proof. Let f ∈ Aut(G) and h ∈ Inn(G). Consider f ◦ h ◦ f−1. We claim
that f ◦ h ◦ f−1 = φf(a) when h = φa for some a ∈ G. Let x ∈ G. Then

(f ◦ h ◦ f−1)(x) = f(af−1(x)a−1) = f(a)xf(a)−1 = φ−1
f(a)(x). ■

As a matter of fact, if H ◁ G then G acts on H by conjugation, but this is
more than acting in the sense that the resulting permutation of H is indeed an
automorphism of H. In other words, there is a homomorphism ϕ : G→ Aut(H)
given by ϕ(a)(h) = aha−1. The kernel of ϕ is

CG(H) := {a ∈ G : ah = ha for all h ∈ H}.

Note that the notation is similar to that of the centralizer of an element; in
general one could define centralizer of a subset of G.

We have an embedding of G/CG(H) into Aut(H).

If H were not normal in G, we could have replace G by NG(H) to get an
embedding of NG(H)/CG(H) into Aut(H).

Exercise. Show that Aut(Cn) ≃ (Z/nZ)×.
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1.7 Semidirect Product

Recall that if H,K ◁G with H ∩K = 1 and HK = G, then G ≃ H×K. In this
case, we say that G is the internal direct product of H and K. We would like
to give a more general construction when only one of H or K is normal in G.

Let H ◁ G and K ≤ G with H ∩K = {1}. Then HK ≤ G and moreover any
element of HK can be written uniquely as hk where h ∈ H and k ∈ K. How
do we multiply two elements of HK? Let h1k1, h2k2 ∈ HK. Then

h1k1h2k2 = h1k1h2k
−1
1 k1k2 = h1h3k1k2

where h3 = k1h2k
−1
1 . Recall that φk1 : H → H is an element of Aut(H).

Therefore the way we multiply elements of HK is

(h1k1)(h2k2) = (h1φk1(h2))(k1k2).

The product on the K-side is the usual product in K. In other words, we could
equip the cartesian product H ×K with a group operation as follows:9

(h1, k1) ∗ (h2, k2) = (h1φk1(h2), k1k2).

Definition. Let H and K be two groups. We say that K acts on H by auto-
morphisms if there is a homomorphism φ : K → Aut(H).10 ⋄

When K acts on H by automorphisms, we may equip H×K with the following
group operation:

(h1, k1) ∗ (h2, k2) := (h1φ(k1)(h2), k1k2).

Exercise. Check that this is indeed a group.

We denote this group as H ⋊φ K and call it the (external) semidirect product
of H and K with respect to φ. We drop the subscript φ if the homomorphism
is clear from the context.

There are copies of H and K in H ⋊K: H∗ := H × {1} and K∗ = {1} ×K. It
is straightforward to see H∗ and K∗ are subgroups of H ⋊K.

Proposition 1.7.1. Let H and K be two groups such that K acts on H by
automorphisms. Then H∗ ◁ H ⋊K.

Proof. Let (h, 1) ∈ H∗ and (g, k) ∈ H ⋊K. Then

(g, k)(h, 1)(g, k)−1 = (g, k)(h, 1)(g−1, k−1)

= (g, k)(hφ(1)(g−1), 1k−1)

= (g, k)(hg−1, k−1)

= (gφ(k)(hg−1), 1) ∈ H∗.

■
9Here we use the fact that we have a group homomorphism φ : K → Aut(H).

10This means that K acts on H in a way that the action respects the group operation on
H.
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As a result of this, H∗K∗ ≤ H ⋊K. It is also clear that H∗ ∩K× = 1.

Note from above that for h∗ = (h, 1) ∈ H∗ and k∗ = (1, k) ∈ K∗, we have

k∗h∗(k∗)−1 = (φ(k)(h), 1).

Proposition 1.7.2. Let K act on H by automorphisms. Then the following
are equivalent:

(i) The identity map is a group isomorphism between H ×K and H ⋊K.

(ii) The action of K on H is trivial.

(iii) K∗ ◁ H ⋊K.

Proof. (i → ii) The assumption means (h1, k1)(h2, k2) = (h1h2, k1k2). So by
definition h1φ(k1)(h2) = h1h2 for all h1, h2 ∈ H and k1 ∈ K. In other words,
φ = id.

(ii→ iii)

(h, k)(1, k′)(h−1, k−1) = (h, k)(1φ(k′)(h−1), k′k−1)

= (h, k)(h−1, k′k−1)

= (hφ(k)(h−1), kk′k−1)

= (1, kk′k−1) ∈ K∗.

(iii → i) The assumption means that for all h ∈ H and k, k′ ∈ K there is
some k′′ ∈ K such that

(h, k)(1, k′)(h−1, k−1) = (1, k′′).

Therefore hφ(k)(1)φ(k′)(h−1) = 1. So φ = id and (h1, k1)(h2, k2) = (h1h2, k1k2)
for all h1, h2 ∈ H and k1, k2 ∈ K. ■

Theorem 1.7.3. Let H ◁ G and K ≤ G with H ∩K = {1}, and let φ : K →
Aut(H) be given by conjugation. Then HK ≃ H ⋊φ K.

Proof. Straightforward. ■

So we have a short exact sequence 1 → H → H ⋊K → K → 1.

Exercise. Let 1 → H
ι→ G

π→ K → 1 be an exact sequence of groups; i.e. ι
and π are group homomorphisms such that ι is injective, π is surjective, and
Im(ι) = kerπ. Show that there is a group homomorphism φ : K → G such that
π ◦ φ = idK if and only if G ≃ H ⋊φ K for some φ : K → Aut(H).

Example 1.7.4. Let H be an abelian group and let K = C2 = ⟨s⟩. We may
define φ : K → Aut(H) by φ(s)(h) = h−1 and constructH⋊φK. One particular
example is H = Cn = ⟨r⟩. Then (1, s)(r, 1)(1, s)−1 = (r−1, 1). In other words,
s∗r∗ = (r∗)n−1s∗. Therefore Cn ⋊ C2 ≃ Dn. △
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Example 1.7.5. Let |G| = pq. If p = q then either G ≃ Cp2 or G ≃ Cp × Cp.
Suppose p < q. Let P be the Sylow p-subgroup of G and Q be a q-subgroup
of G. They intersect trivially, Q is normal in G and PQ = G. So G ≃ Q ⋊ P .
When q ̸≡ 1 mod p we have G ≃ Q× P . In other words, the action of P on Q
is trivial. This can be seen in a different way: Aut(Q) ≃ Aut(Cq) ≃ Cq−1. So
if p ∤ q − 1, the only possible homomorphism P → Aut(Q) is the trivial one.

Assume q ≡ 1 mod p. Note that any non-trivial homomorphism from P to
Aut(Q) is indeed an embedding, and Aut(Q) has a unique subgroup ⟨σ⟩ of
order p. Therefore any nontrivial embedding P → Aut(Q) is of the form a 7→ ai

for i = 1, 2, . . . , p− 1 where a is a generator of P . It is easy to see that all these
give isomorphic semidirect products. As a result, in the case q ≡ 1 mod p, there
are two groups up to isomorphism. △

1.8 An is Simple (for n ≥ 5)

Clearly, A2 is the trivial group and A3 is isomorphic to C3; both are abelian.
The group A4 is solvable since its order is 223 and it is non-abelian; hence is
not simple. We aim to show that the rest of An are all simple.

Theorem 1.8.1. For every n ≥ 5, the group An is simple

Proof. We proceed by induction. So we start by show that A5 is simple. Note
that if H ◁ A5, then H is a union of conjugacy classes. So it seems like it is a
good idea to analyze the conjugacy classes. We know that in S5, the conjugacy
classes are determined by the cycle structure. It is not really the case in A5,
but the classes there consists of unions of classes in S5.

The cycle structures in S5 and the number of elements of that structure are as
follows:

1 + 1 + 1 + 1 + 1 : 1

1 + 1 + 1 + 2 : 10

1 + 1 + 3 : 20

1 + 4 : 30

1 + 2 + 2 : 15

2 + 3 : 20

5 : 24

Elements of A5 have the cycle structures 1 + 1+ 1+ 1+ 1, 1 + 1+ 3, 1 + 2+ 2,
5. Analyzing the centralizers of elements of a given cycle structure, we see that
the elements of structure 1+1+1+1+1, 1+1+3, 1+2+2 form one conjugacy
class in A5, and the elements of structure 5 divide into two conjugacy classes
(of 12 elements each).

Now if H ◁A5, then possibilities of |H| are 1 +A12 +B12 +C15 +D20, where
A,B,C,D ∈ {0, 1}. Actually, if H ̸= 1, then we need C = 1 just to get an even
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number. But neither of 16, 28, 36, 40, 48 divide 60. So if H ̸= 1, then H = A5.
Hence A5 is simple.

Now let n ≥ 6, and suppose that Am is simple for all m < n. For i ∈ [n], let
Gi ≤ An be the stabilizer of i; that is σ ∈ Gi if and only if σ(i) = i. Clearly
each Gi is isomorphic to An−1 and hence simple by the induction hypothesis.
So if H ◁ An, then either H ∩ Gi is trivial or Gi ≤ H. If Gi ≤ H for one
i, then actually it happens for all i, since σGiσ

−1 = Gσ(i). Then H = G
since G1, . . . , Gn generate G (Why?!). Therefore we may assume that H does
not contain a non-identity element that fixes some i ∈ [n]. It follows that
σ1(i) ̸= σ2(i) for every i, for distinct σ1, σ2 ∈ H.

We claim that H does not contain an element with a cycle of length at least 3 in
its cycle decomposition. Suppose that there is one, say σ = (a b c · · · )(· · · ). Take
a τ ∈ H fixing a and b, and moving c. Then σ′ := τστ−1 = (a b τ(c) · · · )(· · · ).
Then σ and σ′ are distinct but they both send a to b. Therefore such σ cannot
exists by our assumption and hence H does not contain an element with a cycle
of length at least 3.

Take a non-identity element σ of H with cycle decomposition (a b)(c d)(e f) · · · .
Let τ = (a b)(c e) ∈ An. Then

σ′ := τστ−1 = (a b)(e d)(c f) · · · .

Once again σ(a) = σ′(a) = b, which is another contradiction. Therefore An is
simple. ■

1.9 Finitely Generated Abelian Groups

In this section, all groups are abelian and the group operations are shown by +.
Also, instead of G×H we write G⊕H, and call it the direct sum of G and H.

We will state two different classification results for finitely generated abelian
groups. We only sketch the proof, because we will give a detailed proof of a
generalization later in the context of finitely generated modules.

We start with finite abelian groups. Let G be one. Suppose p | |G|. Then G has
a unique Sylow p-subgroup; we denote it as G(p). It is clear that G(p) consists
of all a ∈ G with order a power of p.

Theorem 1.9.1. Let p1, . . . , pt be the prime divisors of G. Then

G = G(p1)⊕ · · · ⊕G(pt).

For our classification result, we will focus on the groups G(p). We would like to
write them as a direct sum of cyclic subgroups. The key lemma is as follows:

Lemma 1.9.2. Let H be an abelian p-group, and let a ∈ H have maximal order.
Then there is a subgroup K of H such that H = ⟨a⟩ ⊕K.
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As a result, G(p) ≃ Z/pk1Z ⊕ · · · ⊕ Z/pktZ where k1 ≥ · · · ≥ kt > 0. It is not
hard to see that this decomposition is unique.

Putting all these together, we see that a finite group G is isomorphic to a direct
sum of cyclic groups whose orders are powers of primes:

G ≃ Z/pk11 Z⊕ · · · ⊕ Z/pktt Z,

where p1, . . . , pt are (possibly repeating) primes and k1, . . . , kt > 0. These
pk11 , . . . , p

kt
t are called the elementary divisors of G. This is the first kind of

classification of finite abelian groups.

For the next classification result, let p1, . . . , pt be the distinct primes dividing
|G|. Write

G(pi) ≃ Z/pki1i Z⊕ · · · ⊕ Z/pkisii Z

with ki1 ≥ · · · ≥ kisi > 0.

Let s = max{s1, . . . , st} and for each i, let kij = 0 for si < j ≤ s. Finally, let

nj = p
k1j
1 · · · pktjt for j ∈ [s].

Then we have Z/njZ ≃ Z/pk1j1 Z⊕· · ·⊕Z/pktjt Z, and nj+1|nj for each j. Clearly,
G ≃ Z/n1Z ⊕ · · · ⊕ Z/nlZ. The sequence (n1, . . . , nl) determines (the isomor-
phism type of) G. It is called the invariant factors of G.

We could have gone in the opposite direction and first construct the invari-
ant factors (which we will do in the case of modules), and then determine the
elementary divisors.

In order to classify finitely generated abelian groups, we will define free abelian
groups. We do this via the next theorem.

Theorem 1.9.3. Let G be a non-trivial abelian group and let X ⊆ G. Then
the following are equivalent:

(i) Each nonzero a ∈ G can be written uniquely as a = k1x1+ · · ·+ktxt where
x1, . . . , xt ∈ X are distinct and k1, . . . , kt ∈ Z \ {0}.

(ii) G = ⟨X⟩ and if k1x1 + · · · + ktxt = 0 for distinct x1, . . . , xt ∈ X, then
k1 = · · · = kt = 0.

Proof. Straightforward. ■

If one of the equivalent conditions holds, then we say that G is a free abelian
group and any such set X is called a basis of G.

If G has a basis with n elements, then G ≃ Zn. It is easy to see that Zm ̸≃ Zn
for m ̸= n. If G has a finite basis, then all the bases are finite and have the
same number of elements. If G ≃ Zn then we say that G is of rank n. The free
abelian groups with infinite bases are not our concern at the moment.

We do not give a proof for the following theorem in the current context. See
Theorem 3.7.2 below in the setting of finitely generated modules over PID’s.



1.10. NILPOTENT GROUPS 31

Theorem 1.9.4. Let G be a free abelian group of rank r, and let K ≤ G be
non-trivial. Then there exist a basis {x1, . . . , xr} of G, and d1, . . . , ds > 0 for
some s ≤ r such that di+1|di for all i, and {d1x1, . . . , dsxs} is a basis of K. In
particular, K is also a free abelian group.

Example 1.9.5. Consider the free abelian group Z × Z. It has subgroups of
the form mZ × nZ for m,n ≥ 0; they are of rank 2 for m,n > 0. There are,
of course, other subgroups such as the diagonal subgroup {(a, a) : a ∈ Z}.
According to the theorem above, they have bases of cardinality at most 2; in
other words they are of the form Zx+Zy where x, y are possibly zero elements
of Z×Z. For instance, consider the diagonal subgroup. Then a basis for Z×Z
is {(1, 1), (1, 0)} and we may take d1 = and get that {(1, 1)} is basis of the
diagonal subgroup. △

Theorem 1.9.6. Let G be a finitely generated abelian group. Then there are
r ∈ N, m1, . . . ,mt > 1 such that mi+1|mi for all i, and

G ≃ Zr ⊕ Z/m1Z⊕ · · · ⊕ Z/mtZ.

Proof. Let Y = {y1, . . . , yn} be a generating set for G, and consider f : Zn → G
given by

f(k1, . . . , kn) = k1y1 + · · ·+ knyn.

Then f is surjective. If K = ker f then G ≃ Zn/K. Using the previous theorem,
take a basis X = {x1, . . . , xn} of Zn and d1, . . . , dm such that di+1|di and
{d1x1, . . . , dmxm} is a basis of K. Then

Zn/K = Zx1 ⊕ · · · ⊕ Zxn/Zd1x1 ⊕ · · · ⊕ Zdmxm

≃ Zn
/d1Z × · · · × dmZ × {0} × · · · × {0}.

Then G ≃ Z/d1Z⊕ · · · ⊕ Z/diZ⊕ Zn−m. Let t be the largest such that dt ̸= 1,
and mi = di for i = 1, . . . , t. Finally, let r = n−m to finish the proof. ■

Let G be an abelian group and m > 0. Define φm : G → G by φm(a) = ma.
Put mG := Im(φm) and G[m] := kerφm. Clearly mG ≃ G/G[m]. Also let
Tor(G) :=

⋃
m>0G[m], called the torsion part of G.

We may interpret Theorem 1.9.6 as follows: If G is a finitely generated abelian
group, then Tor(G) is finite and G ≃ Zr ⊕ Tor(G).

1.10 Nilpotent Groups

Definition. Let G be a group. We define a chain of normal subgroups of G
by induction: Z0(G) = {1}. Suppose that Zi(G) is already constructed and
consider πi : G→ G/Zi(G). Set Zi+1(G) = π−1

i (Z(G/Zi(G))). ⋄
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Clearly, Z1(G) = Z(G), and it can be easily seen by induction that Zi(G) ◁ G
for all i, since preimages of normal groups are normal.

The series Z0(G) ≤ Z1(G) ≤ Z2(G) ≤ · · · of normal subgroups of G is called
the upper central series of G. A group G is called nilpotent if Zc(G) = G for
some c ≥ 0. The smallest such c is called the nilpotency class of G.

Remarks. 1. The groups of nilpotency class 1 are exactly the non-trivial
abelian groups.

2. The quotient Zi+1(G)/Zi(G) = Z(G/Zi(G)) is always abelian; hence, all
nilpotent groups are solvable.

◦

Proposition 1.10.1. Let G be a non-trivial p-group of order |G| = pa. Then
G is nilpotent of nilpotency class at most a− 1.

Proof. Each time the order is divided at least by p and as long as Zi(G) ̸= G we
have Z(G/Zi(G)) ̸= 1. So G is nilpotent of class at most a. If it were of class
exactly a, then |Zi(G)| = pi for all i = 0, . . . , a; but the order of G/Za−2(G) is
p2, hence it is abelian. A contradiction. ■

Theorem 1.10.2. Let G be a finite group. Then the following are equivalent:

(i) G is nilpotent.

(ii) If H < G then NG(H) ̸= H.

(iii) For each prime divisor p of |G| we have np = 1.

(iv) G is the (internal) direct product of its Sylow subgroups.

Proof. (i → ii) Let n ≥ 0 be the largest such that Zn(G) ≤ H. Pick a ∈
Zn+1(G) \H. We claim that a ∈ NG(H): Let h ∈ H. In the group G/Zn(G)
we have ah = ha, so aha−1 ∈ HZn(G) ⊆ H as desired.

(ii → iii) Let P ≤ G be a Sylow p-subgroup for some p | |G|. Consider
NG(NG(P )). We have P ◁ NG(P ) ◁ NG(NG(P )). Let a ∈ NG(NG(P )). Then
aPa−1 ≤ aNG(P )a

−1 = NG(P ). Since P and aPa−1 are Sylow p-subgroups of
NG(P ), there is b ∈ NG(P ) with aPa

−1 = bPb−1. However bPb−1 = P , hence
a ∈ NG(P ). It follows that NG(NG(P )) = NG(P ) and that NG(P ) = G.

(iii → iv) Let P1, . . . , Pt be the Sylow subgroups of G. By our assump-
tion, they are Sylow subgroups of distinct primes and are normal in G. Also
|P1 · · ·Pt| = |P1| · · · |Pt| = |G|. So G ≃ P1 × · · · × Pt.

(iv → i) Let P1, . . . , Pt be the Sylow subgroups of G. So G ≃ P1 × · · · × Pt,
hence they are Sylow subgroups for distinct primes, and each Pi is normal in G.
It is clear that Z(P1 × · · · × Pt) = Z(P1) × · · · × Z(Pt), and hence G/Z(G) is
isomorphic to P1/Z(P1)× · · · × Pt/Z(Pt). Note that Pi/Z(Pi) = Pi/Pi ∩ Z(G)
is isomorphic to PiZ(G)/Z(G) ≤ G/Z(G) by the Third Isomorphism Theorem;
hence, these are the Sylow subgroups of G/Z(G) implying that the assumptions
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hold for G/Z(G) as well. By the induction hypothesis, G/Z(G) is nilpotent,
proving that G is nilpotent.11 ■

Theorem 1.4.6 above can be coupled with the equivalence of (i) and (ii) to show
that p-groups are nilpotent. Proposition 1.10.1 is stronger than this as it also
gives an upper bound for the nilpotency class.

The argument in (ii→ iii) can be used to prove the following:

Proposition 1.10.3. Let G be a finite group and H ◁ G. If P is a Sylow
p-subgroup of H, then G = HNG(P ) and [G : H] | |NG(P )|.

Proof. If a ∈ G then aPa−1 ≤ aHa−1 = H. Therefore aPa−1 = bPb−1 for
some b ∈ H. So b−1a ∈ NG(P ), hence a ∈ HNG(P ). So G = HNG(P ).

Since G/H = HNG(P )/H ≃ NG(P )/NG(P ) ∩H we get [G : H] | |NG(P )|. ■

Proposition 1.10.4. Let G be a finite group. Then G is nilpotent if and only
if every maximal subgroup of G is normal in G.

Proof. ( =⇒ ) Let K < G be maximal. By Theorem 1.10.2, NG(K) ̸= K. By
maximality, NG(K) = G.

( ⇐= ) Let P ≤ G be a Sylow p-subgroup of G. Suppose P is not normal
in G. Then P < NG(P ) < G. Let K be a maximal subgroup of G containing
NG(P ). Since K◁G we get G = KNG(P ). Therefore G = K since NG(P ) ≤ K.
This contradiction proves that P ◁ G. ■

Definition. Let G be a group.

1. For a, b ∈ G we define the commutator of a and b as [a, b] = a−1b−1ab.

2. For H,K ≤ G we define the commutator of H and K as the subgroup of
G generated by elements of the form [h, k] with h ∈ H and k ∈ K; it is
denoted as [H,K].

3. The subgroup [G,G] is called the commutator subgroup of G and it is
denoted as G′.

⋄

We leave the proof of the following facts to the reader.

Exercise. 1. A subgroup H ≤ G is normal if and only if [H,G] ≤ H.

2. For any automorphism φ of G we have φ([x, y]) = [φ(x), φ(y)]. Hence
φ(G′) = G′ for any φ ∈ Aut(G).12

3. Let H ◁ G. Then G/H is abelian if and only if G′ ≤ H.

11This needs Zi(G/Z(G)) = Zi+1(G)/Z(G) which can be proven by induction on i.
12Such subgroups are called characteristic. They are normal because each conjugation is an

automorphism of G.
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4. If A is abelian and φ : G → A is a homomorphism, then there is a ho-
momorphism ψ : G/G′ → A with ψ ◦ π = φ where π : G → G/G′ is the
natural projection map. This can be seen as in the diagram below:

G G/G′

A

ϕ

π

ψ

Definition. Let G be a group. We define a sequence of subgroups by induction:
G0 := G and Gi+1 := [G,Gi] for i ≥ 0. Clearly G0 ≥ G1 ≥ G2 ≥ · · · . This is
called the lower central series of G. One may prove by induction that each Gi

is a characteristic subgroup. In particular Gi ◁ G. ⋄

Proposition 1.10.5. Let G be a group. Then Gi/Gi+1 ≤ Z(G/Gi+1).

Proof. Let a ∈ Gi and b ∈ G. We would like to show that ab = ba in G/Gi+1.
In other words, we would like to show b−1a−1ba ∈ Gi+1 = [G,Gi]; but it is!
Because b−1a−1ba = [b, a] ∈ [G,Gi]. ■

This property of the lower central series is called being central : A sequence
G = G0 ≥ G1 ≥ · · · ≥ Gn−1 ≥ Gn = 1 of subgroups of G is called a central
series if Gi ◁ G and Gi/Gi+1 ≤ Z(G/Gi+1) for all i.

Let G = G0 ≥ G1 ≥ · · · ≥ Gn = 1 be a central series. We claim that Gi ≤ Gi
for all i. This is clear if i = 0. Assume that Gi ≤ Gi already holds and let us
show that Gi+1 ≤ Gi+1: Let a ∈ G and b ∈ Gi. Consider [a, b] ∈ Gi+1. We
would like to show that it is in Gi+1. This amounts to showing [a, b] = 1 in
G/Gi+1; i.e. ab = ba in G/Gi+1. But b ∈ Gi/Gi+1 ≤ Z(G/Gi+1). So ab = ba
in G/Gi+1 as desired.

A similar inductive argument gives Gn−i ≤ Zi(G). Therefore if G has a central
series of length n, then Gn−i ≤ Zi(G) and Zn(G) = G. So G is nilpotent of
class at most n and we also have Gn = 1. This gives us a couple of implications
in the following equivalences:

Theorem 1.10.6. Let G be a group. Then the following are equivalent:

(i) G is nilpotent.

(ii) Gc = 1 for some c ≥ 0.

(iii) G has a central series.

Proof. iii→ i and iii→ ii are done above.

(i→ iii) If Zc(G) = G then Gi := Zc−i(G) gives a central series for G.

(ii→ iii) If Gc = 1 then Gi := Gi is a central series for G. ■
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1.11 Free Groups

We do not define the free groups in a correct way, because it is a very technical
process and we do not see any benefit in doing it during the class time. So we
refer the reader to any algebra book; for instance [1].

Let S be any set. The non-identity elements of the free group F (S) generated
by S are of the form sϵ11 s

ϵ2
2 · · · sϵnn where si ∈ S and ϵi ∈ {−1, 1} for each i

with the requirement that if si = si+1, then ϵ1 ̸= −ϵi+1. Multiplication of two
non-identity elements of F (S) is defined by concatenating those elements and
providing the necessary cancellations where they meet. For example, consider
two elements sϵ11 · · · sϵnn and tδ11 · · · tδmm . If sn = t1 and ϵn = −δ1, then we
concatenate sϵ11 · · · sϵn−1

n−1 and tδ22 · · · tδmm . Next we need to check whether sn−1 =
t2 and so on. . .

The first problem with this definition is that it is not clear what the set of such
elements is. But more important issue is to show that this kind of product is
associative.

Note that S can be thought as a subset of F (S) by identifying it as the non-
identity elements of length 1. We let ι : S → F (S) denote the inclusion map.

The free group generated by S can be characterized by the following universal
property:

Any map f : S → G from S to a group G extends uniquely to a
group homomorphism f̃ : F (S) → G.

This can be expressed as the existence of a homomorphism such that the
following diagram commutes:

S F (S)

G

f

ι

f̃

The construction above gives such F (S), and it follows from this characterization
that F (S) is unique up to a unique isomorphism. Moreover, the same argument
yields that if S and T have the same cardinality then F (S) and F (T ) are
isomorphic as groups.

If F is the free group generated by S, then the cardinality of S is called the rank
of F . We let Fn denote a/any free group of rank n; what we mean is that we
will generally refer to the whole isomorphism class rather than one such group.
Clearly, F1 is (isomorphic to) Z.

It is correct that subgroups of free groups are free. The proof is very involved.
Actually, first algebraic proofs (by Nielsen and Schreier) were for finitely gen-
erated subgroups and the first proof of the most general result is a topological
one by Dehn; the fundamental fact is that fundamental group of a bouquet of
circles is a free group.
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The confusing thing is that the rank of a subgroup could get larger. As a matter
of fact F2 has infinitely generated subgroups, which again can be constructed
in a topological way. A good source for this kind of things is Stillwell’s book
Classical Topology and Combinatorial Group Theory ; [4].

Using the universal property, for any group G we have a surjective homomor-
phism F (G) → G that fixes elements of G. Therefore any group is a quotient of
a free group. This may, of course, happen in many ways. For instance, if S ⊆ G
is a generating set, then G is a quotient of F (S). The kernel of F (S) → G keeps
the information of relations between the generators. This is one way to express
a group; we give this as a definition.

Definition. A presentation of a groupG is a pair (S,R), where S is a generating
subset of G and R is a subset of F (S) such that the kernel of the homomorphism
F (S) → G extending the inclusion map of S into G is the smallest normal
subgroup of F (S) generated by R. The set S is called generators and the set R
is called relations. ⋄

When both S andR finite, we say thatG is finitely presented. If S = {s1, . . . , sn}
and R = {r1, . . . , rk}, then we write

G = ⟨s1, . . . , sn|r1 = · · · = rk = 1⟩.

For instance,
Dn = ⟨ρ, σ|ρn = σ2 = ρσρσ = 1⟩.

This is often written as

Dn = ⟨ρ, σ|ρn = σ2 = 1, ρσ = σρ−1⟩.



Chapter 2

Rings

2.1 Basics of Rings

A ring is a set R equipped with two binary operations + and · such that

1. (R,+) is an abelian group, say with the identity element 0,

2. the operation · is associative, and

3. a(b+ c) = ab+ ac and (a+ b)c = ac+ bc for all a, b, c ∈ R.

If there is an element, say, 1 ∈ R such that a · 1 = 1 · a = a for all a ∈ R, then
such an element is called a (multiplicative) identity, and we say that R is a ring
with identity.1

If ab = ba for all a, b ∈ R, then we say that R is commutative.

Let R be a ring with identity 1 ̸= 0. A unit is an element u ∈ R such that
uv = vu = 1 for some v ∈ R called a (multiplicative) inverse of u. We let R×

denote the set of units. As a matter of fact, (R×, ·) is a group with 1 as the
identity element. A ring R with identity is called a division ring if R× = R\{0}.
A commutative division ring is called a field.

A nonzero element a of a ring R is called a zero-divisor if either ab = 0 for some
nonzero b or ba = 0 for some nonzero b ∈ R. A commutative ring with identity
that has no zero divisors is called an integral domain.

Let R be a ring with 1. If there is n > 0 such that 1 + · · · + 1 = 0, then the
smallest such n is called the characteristic of R. If there is no such n, then we
say that R is of characteristic 0.

The following are easy to prove:

• If there is an identity, then it is unique. Similarly, the inverse of a unit is
unique.

1R = {0} is a ring with identity!

37
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• 0a = 0 = a0 for all a ∈ R.

• (−a)b = a(−b) = −(ab) for all a, b ∈ R.

• (−a)(−b) = ab for all a, b ∈ R.

• If R has 1, then −a = (−1) · a for all a ∈ R.

• Units are not zero divisors. In particular, fields are integral domains.

• Let a, b, c ∈ R with a ̸= 0 and a not a zero-divisor. If ab = ac or ba = ca,
then b = c.

• Finite integral domains are fields.

Definition. A subring is an additive subgroup of a ring that is closed under
multiplication. A subring of a field which happens to be a field is called a
subfield. ⋄

Examples 2.1.1. 1. (Z,+, ·) is an integral domain with the (multiplicative)
group Z× = {−1, 1} of units.

2. Some examples of fields are Q ⊆ R ⊆ C, Q(T ), Fp.

3. (Z/nZ,+, ·) is a commutative ring with 1. If n = k · l where k, l ̸= 1, then
k · l = n = 0. So zero-divisors of Z/nZ are m where 1 < m < n with
gcd(m,n) ̸= 1. Indeed, these are exactly the non-zero non-units. In other
words, (Z/nZ)× = {m : 1 ≤ m < n, gcd(m,n) = 1}.

4. Let k be a field, and define H(k) = k4, but identify its elements with
expressions a + bi + cj + dk where a, b, c, d ∈ k and i, j, k are fixed sym-
bols. Define addition on H(k) componentwise, and multiplication is de-
fined using the distributive law with constraints i2 = j2 = k2 = −1 and
ij = −ji = k.2

Clearly H(k) is a ring with 1 which is not commutative. One can actually
see that it is indeed a division ring with

(a+ bi+ cj + dk)−1 =
a

N
− b

N
i− c

N
j − d

N
k

where N = a2 + b2 + c2 + d2 ∈ k× (if a+ bi+ cj + dk ̸= 0).3

5. Let X be a set and R be a ring. Define F (X,R) to be the set of functions
f : X → R. Then F (X,R) becomes a ring with function addition and
multiplication:

(f + g)(a) = f(a) + g(a), (f · g)(a) = f(a) · g(a).
2Note that ik = iij = −j, and so on.
3As a matter of fact, we may consider Hamiltonians over an arbitrary commutative ring

R.
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6. Let n > 1. Then (nZ,+, ·) is a (commutative) ring without identity.

7. Let D ∈ Z not be a perfect square. Then

Q(
√
D) := {a+ b

√
D ∈ C : a, b ∈ Q}

is a field with the addition and the multiplication of C. So it is a subfield
of C.

8. Let R be a commutative ring with 1. The polynomial ring (in indeter-
minate T ) over R consists of expressions a0 + a1T + · · · + adT

d where
a0, a1, . . . , ad ∈ R and addition and multiplication are defined as follows:

(a0 + a1T + · · ·+ adT
d) + (b0 + b1T + · · ·+ beT

e) =

max(d,e)∑
i=0

(ai + bi)T
i,

(a0 + a1T + · · ·+ adT
d) · (b0 + b1T + · · ·+ beT

e) =

d+e∑
i=0

(
i∑

k=0

akbk−i

)
T i.

This ring is denoted as R[T ] and its elements are called polynomials.

If a0 + a1T + · · ·+ adT
d ∈ R[T ] is a polynomial with ad ̸= 0, then we say

that its degree is d. We may think of R as a subset of R[T ] by interpreting
its elements as polynomials of degree 0; also called constant polynomials.

Remark. Let R be an integral domain. Then so is R[T ]. We also have
(R[T ])× = R×. ◦

Rings of polynomials are very central when studying rings and modules.
In a few pages we study them in more detail.

9. Let R be a ring and n ≥ 1. The set Mn(R) of n× n matrices with entries
from R forms a ring with matrix multiplication and addition. Its elements
are shown as A = (aij).

10. Let k be a field and G be a group. The group ring of G over k contains
expressions of the form

∑
g∈G agg where ag ∈ k for all g ∈ G, but ag ̸= 0

only for finitely many g ∈ G. We define addition componentwise:∑
g∈G

agg +
∑
g∈G

bgg =
∑
g∈G

(ag + bg)g.

Multiplication is defined in a way akin to the polynomials:

∑
g∈G

agg ·
∑
g∈G

bgg =
∑
g∈G

(∑
h∈G

ahbh−1g

)
g.

This ring is denoted as k[G].4

△
4One could define the group ring of a group over any commutative ring with 1.
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Definition. A (ring) homomorphism is a group φ : R → S between two rings
R and S such that φ(a+ b) = φ(a)+φ(b) and φ(ab) = φ(a)φ(b) for all a, b ∈ R.

The kernel and the image of a homomorphism φ : R→ S is defined as

kerφ := {a ∈ R : φ(a) = 0},

Imφ := {φ(a) ∈ s : a ∈ R}.

An injective homomorphism is called an embedding (of rings). A surjective
embedding is called an isomorphism. ⋄

It is clear that kerφ is a subring of R and Imφ is a subring of S.

Definition. A subring I of a ring R is called a left ideal if r · a ∈ I for any
r ∈ R and a ∈ I. Similarly, I is a right ideal if a · r ∈ I for all a ∈ I and r ∈ R.
An ideal is a left and right ideal. ⋄

Since an ideal I of R is also a (normal) subgroup of (R,+) we may form the
quotient group (R/I,+) and equip it with the following multiplication:

(r + I)(s+ I) := rs+ I.

This is well-defined: Suppose r1 = r2 and s1 = s2; i.e. r1−r2 ∈ I and s1−s2 ∈ I.
Then for a, b ∈ I,

r2s2 = (r1 + a)(s1 + b) = r1s1 + r1b+ as1 + ab ∈ r1s1 + I.

Then R/I becomes a ring, called the quotient ring. The natural projection
π : R→ R/I is a homomorphism with kernel I.

If φ : R → S is a homomorphism, then we may define φ : R/ kerφ → S by
φ(r) := φ(r). Then φ is an embedding and hence R/ kerφ ≃ Imφ. This is the
First Isomorphism Theorem for rings.

Let R be a ring with a subring S and an ideal I. Define

S + I := {s+ a : s ∈ S, a ∈ I}.

This is a subring of R and contains I. So I is an ideal of S + I. We have the

isomorphism S
φ→ S+I/I given by φ(s) = s. Then kerφ = S∩I and Imφ is the

whole quotient. As a result S/S ∩ I ≃ S+ I/I. This is the Second Isomorphism
Theorem for rings.

One can easily prove the Third Isomorphism Theorem for rings as well: Let
I, J be ideals of a ring R with I ⊆ J . Then R/I/J/I ≃ R/J . This gives
a correspondence between subrings of R containing I and subrings of R/I.
Moreover, the ideals correspond to ideals.
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It is clear that an arbitrary intersection of ideals is again an ideal. So, given a
subset X of a ring R, we may define the ideal generated by X as the intersection
of all ideals containing X. It is denoted as (X), and it is the smallest ideal
containing X. If X is finite, say X = {x1, . . . , xn}, then we write (x1, . . . , xn)
rather than ({x1, . . . , xn}).

If I is an ideal such that I = (x1, . . . , xn) for some x1, . . . , xn ∈ R, then I is
said to be finitely generated.

An ideal generated by a single element is called a principal ideal. An integral
domain where all the ideals are principal is called a principal ideal domain (PID).
The main examples are (Z,+, ·) and (k[T ],+, ·).

Given two ideals I and J of R, define the product of I and J as the ideal
generated by all products of the form ab where a ∈ I and b ∈ J . It is denoted
as IJ . It is easy to see that IJ consists of finite sums of products ab as above
and that IJ ⊆ I ∩ J .

Let R be a ring with 1 ̸= 0. An ideal I of R equals R if and only if 1 ∈ I. It
follows that I = R if and only if I contains a unit. As a result, the only ideals
of a field k are 0 and k. Hence, any nonzero homomorphism from a field to any
ring is injective.

Proposition 2.1.2. Let R be a ring with 1, and let I ⊊ R be an ideal. Then
there is a maximal ideal of R containing I.

Proof. Let I = I0 ⊆ I1 ⊆ . . . be a chain of proper ideals of R containing I.
Then J :=

⋃
n≥0 In is clearly an ideal. Suppose that J = R. Then 1 ∈ J

implying 1 ∈ In for some n ≥ 0. Therefore, J is also a proper ideal of R. By
Zorn’s Lemma, R has a maximal (proper) ideal containing I. ■

Proposition 2.1.3. Let R be a commutative ring with unity and M an ideal
of R. Then M is a maximal ideal of R if and only if R/M is a field.

Proof. Use the correspondence of ideals of R containing M and ideals of R/M .
■

Remark. By Proposition 2.1.3, the maximal ideals of Z are pZ where p is a
prime. ◦

Example 2.1.4. Let k be a field, and G a group. Consider the group ring k[G].
The homomorphism φ : k[G] → k defined as φ(

∑
g∈G agg) =

∑
g∈G ag is clearly

surjective. Hence k[G]/ kerφ ≃ k. Since k is a field, M := kerφ is a maximal
ideal of k[G].5 △

Definition. Let R be a commutative ring with 1 ̸= 0. An ideal P of R is
called prime if it is proper and for any a, b ∈ R if ab ∈ P then either a ∈ P or
b ∈ P . ⋄

5Note that k[G] is not necessarily commutative. What is happening here?



42 CHAPTER 2. RINGS

Proposition 2.1.5. Let R be a commutative ring with 1 ̸= 0, and P an ideal
of R. Then P is prime if and only if R/P is an integral domain.

Proof. Assume that P is prime. Let ab = 0 in R/P . This means that ab ∈ P .
Hence either a ∈ P or b ∈ P ; i.e., either a = 0 or b = 0.

Conversely, if R/P is an integral domain and ab ∈ P , then ab = 0; so one of a or
b is 0 which translates to a ∈ P or b ∈ P . Also P ̸= R since 1 ̸= 0 in R/P . ■

Corollary 2.1.6. A maximal ideal of a commutative ring with 1 is prime.

Example 2.1.7. The ideal (T ) in Z[T ] is prime, but not maximal. For instance,
(T, 2) ⊇ (T ) but (T, 2) ̸= Z[T ]. △

Let R be a commutative ring, and S a subset of R. We say that S is a multiplica-
tive subset if S is a nonempty subset of R that is closed under multiplication.
We will present a construction that can be thought of as “dividing by elements
of S”.

Define the following equivalence relation on R× S:

(r1, s1) ∼ (r2, s2) ⇐⇒ ∃ s′ ∈ S, s′(r1s2 − r2s1) = 0.

Remark. If S has no zero-divisors and 0 /∈ S, then (r1, s1) ∼ (r2, s2) if and only
if r1s2 = r2s1. ◦

Let S−1R denote R × S/ ∼, and write r
s in the place of (r, s)/ ∼. We define

addition and multiplication on S−1R as follows:

r1
s1

+
r2
s2

:=
r1s2 + r2s1

s1s2
,

r1
s1

· r2
s2

:=
r1r2
s1s2

.

It is straightforward to show that these are well-defined and make S−1R into a
commutative ring with identity 1 := s

s (for some/any s ∈ S).

If R has no zero-divisors, then S−1R is an integral domain for any multiplicative
set S not containing 0. A particular example is S = R\{0}. In that case, S−1R
is indeed a field, called the fraction field, or sometimes, the quotient field of R.

For a general commutative ring R, we may take S to be the set of elements
of R that are not zero-divisors or 0. Then S−1R is called the complete ring of
quotients of R.

Another example is when S = R \ P for a prime ideal P when S−1R is called
the localization of R at P , denoted as RP .

We may define φS : R → S−1R by φS(r) = rs
s (for some/any s ∈ S). Then

φS is a homomorphism with φS(s) ∈ (S−1R)× for all s ∈ S. Actually, S is the
universal object with respect to this property: If φ : R→ T is a homomorphism
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where T is a commutative ring with 1 such that φ(s) ∈ T× for all s ∈ S, then
there is a unique homomorphism φ∗ : S−1R→ T such that φ∗ ◦ φS = φ:

R S−1R

T

φ

φS

φ∗

Remark. If S has no zero-divisors and 0 /∈ S, then φS is injective. ◦

Given an ideal I of R, we may define S−1I := {as : a ∈ I, s ∈ S}. Then S−1I is
an ideal of S−1R. The following are easy to check:

S−1(I + J) = S−1I + S−1J,

S−1(IJ) = (S−1I)(S−1J),

S−1(I ∩ J) = S−1I ∩ S−1J.

Note that I ⊆ φ−1
S (S−1I). However, it is not always the case that they are

equal. For instance, when R is an integral domain and S = R \ {0}. If J is an
ideal of S−1R, and we put I := φ−1

S (J), then J = S−1I.

If P ⊆ R is a prime ideal not intersecting S, then S−1P is a prime ideal of S−1R.
(Why?) Moreover P = φ−1

S (S−1P ). Then we have a one-to-one correspondence
between prime ideals of R not intersecting S and the prime ideals of S−1R.

Let us see this when R is a ring with 1 ̸= 0 and S = R \ P for some prime P of
R: In this case, we write IP in the place of S−1I and for a prime ideal to not
intersect S just means that it is contained in P . So we have a correspondence
between primes of R contained in P and the primes of RP . Also, PP becomes
a maximal ideal; indeed, it is the only maximal ideal. A commutative ring with
1 ̸= 0 containing a unique maximal ideal is called a local ring.

Example 2.1.8. Let R = C[X,Y ] (:= C[X][Y ]) where X and Y are indepen-
dent indeterminates. Let P = (f(X,Y )) for some irreducible polynomial f ∈ R;
e.g., f = X2 − Y . Then P is a prime ideal. Note that it is not maximal; e.g.,
M := (X − 2, Y − 4) ⊇ (X2 − Y ):

X2 − Y = (X2 − 22)− (Y − 4) = (X + 2)(X − 2) + (−1)(Y − 4).

Note also that 0 is the only prime ideal properly contained in P .

Then RP has only one prime ideal that is not PP , and that is 0. An element
of RP is of the form g

h where g ∈ R and h /∈ P . This just means f ∤ h in R.

Also, PP contains g
h with f | g and f ∤ h; so they are of the form fn·g∗

h where
n ≥ 1 and f ∤ g∗, f ∤ h. As a matter of fact, ideals of RP are of the form (fn)
for n ≥ 1. △
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2.1.1 Chinese Remainder Theorem

Let (Ri)i∈I be a collection of rings. Then the direct product
∏
i∈I Ri of the

additive groups becomes a ring with componentwise multiplication. It is still
called the direct product of rings.

Suppose that I1, . . . , In are ideals of a ring R with I1 + · · ·+ In = R, and

Ii ∩ (I1 + · · ·+ Ii−1 + Ii+1 + · · ·+ In) = 0

for all i. Then we know that R and I1 × · · · × In are isomorphic as abelian
groups. That isomorphism is indeed an isomorphism of rings.

Until further notice we assume that all rings are commutative.

Given a ring R and an ideal I of R, we say elements a, b ∈ R are congruent
modulo I if a − b ∈ I and denote this as a ≡ b mod I. It is clear that being
congruent modulo I is an equivalence relation on R.

Theorem 2.1.9 (Chinese Remainder Theorem). Let R be a ring with 1 ̸= 0,
and let I1, . . . , In be ideals with Ii + Ij = R for all i ̸= j. Let b1, . . . , bn ∈ R.
Then there is b ∈ R with b ≡ bi mod Ii for all i.

Proof. We prove this for n = 2. The general case can be handled by induction.

Consider b1 − b2. By assumption, b1 − b2 ∈ I1 + I2. Say b1 − b2 = a1 + a2 where
a1 ∈ I1 and a2 ∈ I2. Then b := b1 − a1 = b2 + a2 clearly satisfies b ≡ b1 mod I1
and b ≡ b2 mod I2. ■

Theorem 2.1.9 amounts to saying that the homomorphism

φ : R→ R/I1 × · · · ×R/In

given by φ(r) = (r + I1, . . . , r + In) is surjective. Let us investigate the kernel
of φ:

r ∈ kerφ ⇐⇒ r + I1 = 0 + I1, . . . , r + In = 0 + In ⇐⇒ r ∈
n⋂
i=1

Ii.

So φ̃ : R/I1 ∩ · · · ∩ In → R/I1 × · · · × R/In is always an embedding and if we
also have Ii + Ij = R for all i ̸= j, then it is indeed an isomorphism.

Recall that IiIj ⊆ Ii ∩ Ij . Suppose Ii + Ij = R. Then 1 = ai + aj for some
ai ∈ Ii and aj ∈ Ij . So given b ∈ Ii ∩ Ij we have b = bai + baj ∈ IiIj . This
implies that I1 ∩ · · · ∩ In = I1 · · · In when Ii + Ij = R for all i ̸= j. Hence in
that case we have R/I1 · · · In ≃ R/I1 × · · · ×R/In.
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2.1.2 PID’s, UFD’s, and Euclidean Domains

Just a quick reminder: Our assumption on the rings to be commutative contin-
ues.

Let R be a ring, a, b ∈ R, and a ̸= 0. We say that a divides b if b = ar for some
r ∈ R; this is denoted as a | b.
Remark. Note that a | b means (b) ⊆ (a). ◦

Assume that R has 1 ̸= 0. An element a ∈ R is called irreducible if a /∈ R×∪{0}
and for every b, c ∈ R if a = bc then one of b or c is a unit.

If a /∈ R× ∪ {0} and for any b, c ∈ R when a | bc either a | b or a | c, then we
say that a is prime. Note that a is prime if and only if (a) is a prime ideal.

Those concepts are most useful when there are no zero-divisors. So suppose that
R is an integral domain. Let a ∈ R be prime. We claim that a is irreducible.
Let a = bc. Then a = 1 · bc, and so a | bc. Therefore a | b or a | c. If a | b then
b = ar for some r ∈ R, and a = arc. Since there are no zero-divisors in R and
a ̸= 0, we get rc = 1 proving that c ∈ R×. The case a | c is similar, and we get
b ∈ R×.

We claim that if R is a PID, then irreducible elements are prime. Indeed we
can show that if a is irreducible, then (a) is a maximal ideal. Let (a) ⊆ (b) then
a = br for some r ∈ R; therefore, either b ∈ R× or r ∈ R×. If b ∈ R× then
(b) = R and if r ∈ R× then b = ar−1 ∈ (a) and (a) = (b).

Definition. An integral domain R is called a unique factorization domain
(UFD) if

• For any a /∈ R× ∪ {0} there are irreducible c1, . . . , cn ∈ R such that
a = c1 · · · cn.

• If c1, . . . , cm, d1, . . . , dn ∈ R are irreducible with c1 · · · cm = d1 · · · dn, then
m = n, and after reordering d1, . . . , dn we get (ci) = (di).

⋄

Remark. When a is an irreducible element of a UFD, it is easy to see that (a)
is a prime ideal. ◦

Theorem 2.1.10. Every PID is a UFD.

Proof. Let R be a PID. Suppose that there is a1 ∈ R \ (R×∪{0}) that does not
have an “irreducible decomposition”. By Proposition 2.1.2, (a1) is contained in
a maximal ideal, say (b). Then b is irreducible, and a1 = ba2 for some a2 ∈ R.
Then a2 /∈ R× ∪ {0}, and a2 does not have an irreducible decomposition either.
If (a1) = (a2) then a2 = a1d for some d ∈ R and a1 = ba2d implying bd = 1.
But being irreducible, b /∈ R×. So (a1) ⊊ (a2).

We may continue this way to get (a1) ⊊ (a2) ⊊ (a3) ⊊ . . . . (Caution: There is
a hidden use of Zorn’s Lemma here.)
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Let I =
⋃∞
i=1(ai). Then I is also a proper ideal of R. Since R is a PID,

I = (a) for some a ∈ R, but then a ∈ (ai) for some i and (ai) = (ai+1) = . . . .
Therefore, there is no such a1. In other words, every a /∈ R× ∪ {0} has an
irreducible decomposition.

The uniqueness of the decompositions is easy to see. ■

Definition. An integral domain R is called a Euclidean domain if there is a
function φ : R \ {0} → N with the following properties:

• If a, b ∈ R \ {0}, then φ(a) ≤ φ(ab).

• If a, b ∈ R with b ̸= 0, then there are q, r ∈ R such that a = qb + r, and
either r = 0 or φ(r) < φ(b).

⋄

Example 2.1.11. 1. The main example of this is (Z,+, ·) with φ(m) = |m|.

2. We shall prove later that the polynomial ring R = k[x] over any field k is
a Euclidean domain with φ(p) = deg p.

△

Exercise. Show that the ring R = Z[i] of Gaussian integers is a Euclidean
domain with φ(a+ bi) = a2 + b2.

Theorem 2.1.12. Every Euclidean domain is a PID.

Proof. Let I ⊆ R be a nonzero ideal. Take a ∈ I \{0} such that φ(a) is minimal.
We claim that (a) = I.

It is clear that (a) ⊆ I. So let b ∈ I and divide b by a: Let q, r ∈ R be such
that b = qa + r and either r = 0 or φ(r) < φ(a). Note that r = b − qa, so it
is in I, hence we cannot have φ(r) < φ(a). Only possibility is r = 0; in other
words b ∈ (a). ■

Let a, b ∈ R. We say that d ∈ R is a greatest common divisor of a and b if d
divides both a and b and if c is an element of R dividing both a and b, then
c | d.

If R has 1 ̸= 0, and 1 is a greatest common divisor of a and b, then we say a
and b are relatively prime.6

If R is a PID, then the greatest common divisors always exist: Let a, b ∈ R.
Then (a) + (b) is a principal ideal, say (d). Then (a) ⊆ (d) and (b) ⊆ (d); so
d | a and d | b. If (a) ⊆ (c) and (b) ⊆ (c), then (d) = (a) + (b) ⊆ (c); hence d | c.
Moreover, any other greatest common divisor is a unit multiple of d.

One may show that the greatest common divisors exist in UFDs as well.

6One may generalize these definitions to more than two elements of R.
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Example 2.1.13. Let us return to Z[i] with φ(a+ bi) = a2 + b2.

We have observed that for a+bi ∈ Q[i]\{0}, we have (a+bi)−1 = a
a2+b2 +

b
a2+b2 i.

It follows that a + bi ∈ Z[i]× if and only if φ(a + bi) = 1. This means that
Z[i]× = {±1,±i}. Let us use this to determine the irreducible (prime) elements
of Z[i].

First, suppose that φ(a+ bi) = p is a prime and that a+ bi = αβ for α, β ∈ Z[i].
Then either φ(α) = 1 or φ(β) = 1; therefore, a+ bi is irreducible in Z[i].

Now, let π ∈ Z[i] be irreducible. Then (π) is a prime ideal of Z[i]. Then (π)∩Z
is a prime ideal of Z; say (π) ∩ Z = (p); here (p) is the ideal in Z generated by
p. Then π | p in Z[i]; say p = πα with α ∈ Z[i]. Then φ(π)φ(α) = φ(p) = p2;
therefore, φ(π) ∈ {p, p2}. If φ(π) = p2 then (π) = (p), hence p is irreducible in
Z[i]. If φ(π) = p then φ(α) = p as well, hence α is irreducible as well.

Actually, one can show that π = a + bi and α = a − bi for some a, b ∈ Z with
a2 + b2 = p. In this case, either p = 2 or p ≡ 1 mod 4. It is easy to see that
if p is irreducible in Z[i], then p ≡ 3 mod 4. Finally, we also have 1 + i with
φ(1+ i) = 2. (Note that φ(1− i) = 2 as well, but 1− i = −i(1+ i) they generate
the same ideal.) Let us summarize these:

Proposition 2.1.14. The irreducible elements of Z[i] are the following:

(i) 1+i,

(ii) integer primes p with p ≡ 3 mod 4,

(iii) a+ bi and a− bi where a2 + b2 is an integer prime p with p ≡ 1 mod 4.

△

2.2 Polynomial Rings in More Detail

Let R be an integral domain with 1 ̸= 0. Recall that by Remark 8, R[x]× = R×,
and R[x] is also an integral domain.

Let I ⊆ R be an ideal. Then the natural projection π : R → R/I extends to
π : R[x] → (R/I)[x] by sending x to x. Note that f = a0 + a1X + · · · + anX

n

is in kerπ if and only if a0 = a1 = · · · = an = 0; i.e. ai ∈ I for all i. So kerπ is
the ideal generated by I in R[x]; it is denoted as I[x].

Therefore we have an embedding π̃ : R[x]/I[x] ↪→ (R/I)[x], and it is indeed an
isomorphism. Since the polynomial ring over an integral domain itself is an
integral domain, it follows that if I is prime in R, then I[x] is prime in R[x].

Now, let k be a field, and let us show that k[x] is a Euclidean domain with
φ(f) = deg f even in a stronger form. Let f, g ∈ k[x] with g ̸= 0. If f = 0 then
0 = 0 · g + 0 and q = r = 0 are uniquely determined. Let f ̸= 0 be of degree n.
We will prove by induction on n that there are (unique) q, r ∈ k[x] such that
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f = q · g + r and either r = 0 or deg r < deg g. Let m = deg g. If n < m then
take q = 0 and r = f . So assume m ≤ n and write f = a0 + a1X + · · ·+ anX

n,
and g = b0 + b1x + · · · + bmX

m. Let f∗ := f − an
bm
Xn−mg. Then deg f∗ < n.

So by induction hypothesis there are q∗ and r∗ with f∗ = q∗ · g+ r∗, and either
r∗ = 0 or deg r∗ < m. Now taking q = q∗ + an

bm
Xn−m and r = r∗ we have

f = q · g + r.

Exercise. Given f, g ∈ k[x] there are unique q and r such that f = q · g + r
with either r = 0 or deg r < deg g.

It follows that k[x] is a PID and hence a UFD.

Theorem 2.2.1 (Gauss’ Lemma). Let R be a UFD, and let K be its field of
fractions. If p(x) ∈ R[x] is reducible in K[x], then it is reducible in R[x].

Proof. Let p(x) = F (x)G(x) with F,G ∈ K[x]. Let r1, r2 ∈ R be such that
f := r1F ∈ R[x] and g := r2G ∈ R[x]. Then putting r = r1r2, we have rp = fg.
If r ∈ R×, then we are done. Otherwise, let p1, . . . , pn be the irreducible divisors
of r. Then p1R[x] is a prime ideal in R[x]. Then 0 = rp = f · g as polynomials
with coefficients from R/(p1). Then either the coefficients of f are in (p1) or
the coefficients of g are in (p1). Continuing this way, we may cancel out r. ■

Note that the other implication is not necessarily correct. For instance, 2x ∈
Z[x] is reducible since it is the product of non-units 2 and x, however it is
irreducible in Q[x]. The converse is correct when the greatest common divisor
in R of the coefficients of p is 1.

Theorem 2.2.2. Let R be an integral domain. Then R is a UFD if and only
if R[x] is a UFD.

Proof. It is clear that if R[x] is a UFD, then R is a UFD. So let R be a UFD,
and let us show that R[x] is also a UFD.

Let K be the field of fractions of R. Then K[x] is a UFD. Let p ∈ R[x] \ {0}.
We may assume that the greatest common divisor of the coefficients of p is 1,
and that p /∈ R.7 We may factor p into irreducible polynomials in K[x] and
Gauss’ lemma gives a factorization of p in R[x]. Moreover, the coefficients of
these factors in R[x] are relatively prime. Hence, they are irreducible in R[x].

For uniqueness, let q1(X) · · · qm(X) = r1(X) · · · rn(X) in R[x]. Since K[x] is a
UFD, we have m = n and qiK[x] = riK[x]. This means that ri =

a
b qi for some

a, b ∈ K×. Then aqi = bri for all i. Since the coefficients of qi and ri can be
assumed to be relatively prime, we get that a = bu for some u ∈ R×. Then
ri = uqi and hence (qi) = (ri) in R[x]. ■

Corollary 2.2.3. If R is a UFD, then so is R[X1, . . . , Xn].

7Why?
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Let R be a UFD and let p(X) = a0 + a1X + · · ·+ anX
n ∈ R[x]. If r and s are

relatively prime elements of R with p(r/s) = 0, then

a0s
n + a1rs

n−1 + · · ·+ an−1r
n−1s+ anr

n = 0.

So s | an and r | a0. It is also clear that for α ∈ K, we have p(α) = 0 if and
only if X − α | p(X) in K[x].

Let R be an integral domain. If p ∈ R[x] decomposes into p = qr with q, r ∈ R[x]
with deg q,deg r < deg p, then for any proper ideal I ⊊ R, we have p = q · r in
R[x]/I; therefore p is reducible in (R/I)[x].

Example 2.2.4. Consider X2 +X +1 ∈ Z[x]. Then X2 +X +1 ∈ (Z/2/Z)[x]
is irreducible.8 So X2 +X + 1 is irreducible in Z[x]. △

Theorem 2.2.5 (Eisenstein’s Criterion). Let R be an integral domain and P ⊊
R a prime ideal. If p = a0 + a1x + · · · + an−1x

n−1 + xn ∈ R[x] is such that
n > 0 and a0, a1, . . . , an−1 ∈ P but a0 /∈ P 2, then p is irreducible in R[x].

Proof. Suppose that p = qr where q, r /∈ R. Then we get xn = q · r in (R/P )[x];
but this means that the constant terms of q and r are 0 since R/P is an integral
domain. This, in turn, translates to a0 ∈ P 2. Therefore such q and r do not
exist. ■

If R = Z, then every prime ideal is P = pZ for some prime p. So if there is
a prime p which divides a0, . . . , an−1 but p2 ∤ a0, then the monic polynomial
xn + an−1x

n−1 + · · ·+ a0 is irreducible in Z[x].

Let F be a field. Then F [x] is a Euclidean domain; hence, it is a PID. So let (p)
be an ideal, which is prime if and only if p is irreducible. Moreover, we know
that prime ideals are indeed maximal. Hence, when p is irreducible, F [x]/(p) is
a field.

Now, let g ∈ F [x] be arbitrary, and let g = pn1
1 · · · pnt

t be a prime decomposition
with pi ̸= pj for i ̸= j. Then (pni

i ) + (p
nj

j ) = F [x] for i ̸= j. Therefore F [x]/g ≃
F [x]/pn1

1 ×· · ·×F [x]/pnt
t by the Chinese Remainder Theorem (Theorem 2.1.9).

We define the polynomial ring on several indeterminates x1, . . . , xn by induction:
R[x1, . . . , xn] = R[x1, . . . , xn−1][xn]. Its elements are of the form

∑
i∈Nn aix

i1
1 · · ·xinn .

By Corollary 2.2.3, if R is a UFD, then so is R[x1, . . . , xn]. However, when n ≥ 2,
it is not correct that F [x1, . . . , xn] must be a PID for every field F . For instance,
the ideal (x1, x2) of F [x1, x2] is not principal. Though, it is still correct that
every ideal is finitely generated:

Theorem 2.2.6 (Hilbert’s Basis Theorem). Let F be a field. Then every ideal
of F [x1, . . . , xn] is finitely generated.

8Just check possible polynomials of degree 1.
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Proof. We prove this by induction on n. If n = 1, then we know that F [x1] is
a PID, and hence the result is trivial.

Suppose that n > 1 and that every ideal of R := F [x1, . . . , xn−1] is finitely
generated. Let I be an ideal of F [x1, . . . , xn] and define

J = {f ∈ R : there is g ∈ I such that the leading coefficient of g is f}.

It is easy to check that J is an ideal of R. Let J = (f1, . . . , ft). Take gi ∈ I
whose leading coefficient is fi. Let di = degxn

gi. Put N = max{d1, . . . , dt}.
For d ∈ {0, 1, . . . , N − 1} define

Jd = {f ∈ R : there is g ∈ I with leading coefficient f and degxn
g = d}.

Again Jd is an ideal of R. Let Jd = (fd1, . . . , fdid). For each d and j take some
gdj ∈ I whose leading coefficient is fdj and degxn

gdj = d.

We claim that I =
(
{g1, . . . , gt} ∪

⋃N−1
d=0

⋃id
j=1{gdj}

)
. Suppose that the set

I \

{g1, . . . , gt} ∪
N−1⋃
d=0

id⋃
j=1

{gdj}


is nonempty, say it contains g. Assume that the degree of g is minimal; say
e := degxn

g, and let f ∈ R be its leading coefficient. First, suppose that e ≥ N .
Write f = a1f1 + · · · + atft where a1, . . . , at ∈ R. Then h := a1X

e−d1
n g1 +

· · · + atX
e−dt
n gt ∈ (g1, . . . , gt) and the leading coefficient of h is f . Hence

g − h ∈ I, but degxn
(g − h) < e. So g − h = 0; but this is against g not being

in
(
{g1, . . . , gt} ∪

⋃N−1
d=0

⋃id
j=1{gdj}

)
.

Now, let e < N . Then f ∈ Je and so f = a1fe1 + · · · + aiefeie for some
a1, . . . , aie ∈ R. This time let h := a1ge1 + · · · + aiegeie ∈ (ge1, . . . , geie) and
g − h ∈ I with degxn

(g − h) < e. So g = h, which is again a contradiction. ■

We may state this theorem in a more general way. Firstly, a commutative ring
R with 1 ̸= 0 is called Noetherian if for every chain I1 ⊆ I2 ⊆ . . . of ideals
of R, there is some N ∈ N such that In = IN for all n ≥ N . This condition
is equivalent to each ideal of R being finitely generated. Then the general
statement reads as follows:

Theorem 2.2.7. If R is Noetherian, then so is R[x1, . . . , xn].

Since fields are obviously Noetherian, this really generalizes Theorem 2.2.6,
Hilbert’s Basis Theorem.



Chapter 3

Modules

3.1 Basics of Modules

Let R be a ring. A (left) R-module (or a (left) module over R) is an (additively
written) abelian groupM equipped with a mapR×M →M , written as (r,m) 7→
rm, such that

(i) (r + s)m = rm+ sm for all r, s ∈ R and m ∈M .

(ii) (rs)m = r(sm) for all r, s ∈ R and m ∈M .

(iii) r(m+ n) = rm+ rn for all r ∈ R and m,n ∈M .

If R has 1, we also require

(iv) 1 ·m = m for all m ∈M .

We could define right R-modules similarly to get an analogical theory. We will
only develop the theory of left R-modules and will do not use the word “left”
before the word “module”.

Example 3.1.1. 1. Any ring R is a module over itself by multiplying from
the left. In general, we may make Rn into an R-module componentwise:
it is called the free R-module of rank n.

2. Let K be a field. Then K-modules are exactly vector spaces over K.

3. LetR = Z. It is easy to see that Z-modules are exactly (additively written)
abelian groups.

4. Let R = K[x] for some field K. Take a vector space V over K. In order to
construe V as a K[x]-module, we also need to fix a linear transformation
T on V . We already know how K acts on V ; we just had to determine
how x acts on V .

51
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We let x ·m := T (m). Therefore for f(x) = a0 + a1x+ · · ·+ anx
n ∈ K[x]

we have f · m = a0 + a1T (m) + a2T
2(m) + · · · + anT

n(m) where T i is
the composition of T by itself i times. So, given a linear transformation
T from V to itself, we get a K[x]-module structure on V .

Conversely, every K[x]-module structure on a vector space V over K is
equipped with a linear transformation from V to itself given by the action
of x: it is T (m) := x ·m.

△

Definition. Let M be an R-module. A submodule of M is a subgroup N such
that r · n ∈ N for all r ∈ R and n ∈ N . ⋄

Example 3.1.2. • For any R-module M , the subgroups M and {0} are
submodules. The latter is called the trivial submodule.

• The submodules of R-module R are exactly the left ideals of R.

• For a field K and a vector space V over K, the submodules of V are
exactly the subspaces of V .

• For an abelian group, i.e. a Z-module, A, the submodules are exactly the
subgroups of A.

• Let (V, T ) be a K[x]-module. A submodule has to be a subspace, say W .
Also, T↾W should mapW into itself. This much is enough: Submodules of
(V, T ) are exactly the subspaces W of V that are mapped to themselves
by T .

△

Definition. Let M be an R-module. Define the annihilator of M (in R) as

AnnR(M) := {r ∈ R : rm = 0 for all m ∈M}.

⋄

It is easy to see that AnnR(M) is an ideal of R. Consider the quotient ring R :=
R/AnnR(M). We may give M an R-module structure by defining r ·m = rm.
This is well-defined by the very definition of AnnR(M), and the conditions of
being an R-module are easily satisfied.

As a matter of fact, this works for any ideal I contained in AnnR(M). More
precisely, defining (r + I)m = rm is well-defined and gives M an R/I-module
structure.

For instance, let A be an abelian group of order d. Then the order of each
element of A divides d. So for any a ∈ A, we have d · a = 0. So dZ ⊆ AnnZ(A)
and hence A is also a Z/dZ-module. Note that AnnZ(A) = eZ for some e | d.
Remark. If S ⊆ R is a subring, then any R-module is automatically an S-
module. ◦
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Definition. Let M and N be two R-modules. A map f : M → N is an (R-
module) homomorphism if it is a group homomorphism and f(rm) = rf(m) for
all r ∈ R and m ∈M .

As usual, injective homomorphism are called (R-module) embeddings and sur-
jective embeddings are called (R-module) isomorphisms.

Given a homomorphism f : M → N , we have the usual submodules

ker f = {m ∈M : f(m) = 0} and Im f = {f(m) : m ∈M} ⊆ N.

⋄

Let M and N be two R-modules. We define HomR(M,N) to be the set of R-
module homomorphisms fromM to N . Then HomR(M,N) becomes an abelian
group with function addition. If R is commutative, then HomR(M,N) be-
comes an R-module with the following scalar product: (rf)(m) := rf(m). Also,
HomR(M,M) becomes a ring with composition as the multiplication. We will
call it the endomorphism ring of M and denote it as EndR(M).

Let M be an R-module and N ⊆ M a submodule. Then we may form the
quotient M/N of abelian groups. We may also give this quotient the structure
of an R-module: r(m+N) = rm+N .1 Also, the natural projectionM →M/N
is a module homomorphism.

Given an R-module M and X ⊆ M , we define the submodule of M generated
by X to be the intersection of all submodules of M containing X. It is easy to
see that this is indeed a submodule of M , and it is the smallest one to contain
X. We denote it as ⟨X⟩.

A particular case is when X = N1∪N2 where N1 and N2 are submodules. Then
instead of ⟨X⟩, we write N1 +N2. Its elements are of the form n1 + n2 where
n1 ∈ N1 and n2 ∈ N2.

The isomorphism theorems in this setting are as follows:

Theorem 3.1.3 (First Isomorphism Theorem). Let f : M → N be a homomor-
phism of R-modules. Then M/ ker f ≃ Im f .

Theorem 3.1.4 (Second Isomorphism Theorem). If N1 and N2 are submodules
of M , then

N1 +N2/N2 ≃ N1/N1 ∩N2.

Theorem 3.1.5 (Third Isomorphism Theorem). If N1 ⊆ N2 are submodules of
M , then M/N2 ≃ M/N1/N2/N1.

Theorem 3.1.6 (Correspondence of Submodules). Let N be a submodule of
M . Then we have a correspondence between the submodules of M containing N
and the submodules of M/N .

1This is well-defined since rm ∈ N for all n ∈ N .
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If R has 1, then elements of ⟨X⟩ can be expressed as finite sums r1x1+· · ·+rnxn
where ri ∈ R and xi ∈ X.2 If X = {a} is a singleton, then

⟨X⟩ = ⟨a⟩ = {ra : r ∈ R}

is called the cyclic submodule generated by a.

Consider a K[x]-module V ; i.e., a vector space V over K with a linear transfor-
mation T : V → V . Let v ∈ V . Then

⟨v⟩ = {f · v : f ∈ K[x]}
= {(a0 + a1x+ · · ·+ anx

n)v : a0, . . . , an ∈ K}
= {a0v + a1T (v) + · · ·+ anT

n(v) : a0, . . . , an ∈ K}.

So ⟨v⟩ = Spanv{v, T (v), T 2(v), . . . }.

Given R-modules M1, . . . ,Mn, we may form the direct product M1 × · · · ×Mn

which is an R-module with componentwise addition and scalar product. It is
sometimes denoted as M1 ⊕ · · · ⊕Mn.

In general, for a possibly infinite collection (Mi)i∈I of R-modules, we may define
the direct product Πi∈IMi of the collection whose elements are I-tuples and the
operations are defined componentwise. In this case we may also define the
direct sum

⊕
i∈IMi of the collection, whose elements are again I-tuples, but

this time only finitely many of them are nonzero. One may easily find examples
of infinite collections of modules whose direct products and direct sums are not
isomorphic; actually this is the case most of the times. We sometimes show
elements of the direct sum as finite sums:

∑
i∈I0 mi where I0 is a finite subset

of I and mi ∈Mi for all i ∈ I0.

As in the previous settings, we have criteria for a module being isomorphic to
the direct product of some of its submodules: Let M be an R-module with
submodules N1, . . . , Nk. Then we have f : N1 × · · ·×Nk → N1 + · · ·+Nk given
as f(n1, . . . , nk) = n1 + · · ·+ nk. Then the following are equivalent:

(i) f is an isomorphism.

(ii) Nj ∩ (N1 + · · ·+Nj−1 +Nj+1 + · · ·+Nk) = 0 for all j.

(iii) Every element of N1 + · · ·+Nk can be written uniquely as n1 + · · ·+ nk
with ni ∈ Ni for all i.

As a matter of fact, this would be generalized as follows:

Theorem 3.1.7. Let M , N1, . . . , Nk be be R-modules, Then M ≃ N1×· · ·×Nk
if and only if there are homomorphisms πi : M → Ni and si : Ni → M for
each i such that πi ◦ si = idNi for each i, πj ◦ si = 0 for all i ̸= j, and
s1 ◦ π1 + · · ·+ sk ◦ πk = idM .

2If R has no identity, then we also have to add mx where m ∈ Z.
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Let M1, . . . ,Mk be R-modules with homomorphisms fi : Mi → Mi+1 for i =

1, 2, . . . , k− 1. We write this as M1
f1→M2

f2→ · · · fk−2→ Mk−1
fk−1→ Mk. Such a se-

quence of homomorphisms is called exact if Im fi = ker fi+1 for i = 1, 2, . . . , k−1.

An exact sequence of the form 0 → N
f→ M

g→ K → 0 is called a short exact
sequence. The exactness, in this case, means f is injective, g is subjective, and
Im f = ker g.

For instance, if N is a submodule of M , then 0 → N
ι→ M

π→ M/N → 0 is a

short exact sequence. Another example is 0 → M
f→ M ⊕N

g→ N → 0, where
f(m) = (m, 0) and g(m,n) = n.

For any homomorphism f : M → N , the sequence

0 → ker f
ι→M

f→ N
π→ N/ Im f → 0

is exact.

Theorem 3.1.8. Let M,N,K,M ′, N ′, and K ′ be R-modules with the following
commutative diagram where the rows are exact sequences:

0 N M K 0

0 N ′ M ′ K ′ 0

f g

f ′ g′

α β γ

(i) If α and γ are embeddings, then so is β.

(ii) If α and γ are surjective, then so is β.

(iii) If α and γ are isomorphisms, then so is β.

Proof. (i) Let β(m) = 0. Then γ(g(m)) = g′(β(m)) = 0, and hence g(m) = 0.
So there is n ∈ N with f(n) = m. So f ′(α(n)) = β(f(n)) = β(m) = 0,
hence α(n) = 0. So n = 0 and m = f(0) = 0.

(ii) Letm′ ∈M ′ and consider g′(m′). There is k ∈ K such thtat γ(k) = g′(m′).
Also, there is m ∈M with g(m) = k, and hence

g′(β(m)) = γ(g(m)) = γ(k) = g′(m′).

So β(m)−m′ ∈ ker g′ = Im f ′, and there is n′ ∈ N with f ′(n′) = β(m)−m′.
Now take n ∈ N with α(n) = n′. So β(f(n)) = f ′(α(n)) = β(m) −m′,
and m′ = β(m− f(n)) ∈ Imβ.

(iii) Clear from the previous parts.
■

Consider a diagram as in the theorem above. The two short exact sequences on
the rows are called isomorphic if all α, β, and γ are isomorphisms.
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Theorem 3.1.9. Let 0 → N
f→ M

g→ K → 0 be a short exact sequence of
R-modules. Then the following are equivalent:

(i) There is a homomorphism h : K →M such that g ◦ h = idK .

(ii) There is a homomorphism k : M → N such that k ◦ f = idN .

(iii) The short exact sequence is isomorphic to 0 → N → N ⊕ K → K → 0
where the maps are the natural ones.

Proof. (i→ iii) Let α = idN , γ = idK , and define β : N ⊕K →M by β(n, k) =
f(n) + h(k). It is easy to check that β is an isomorphism.

(ii → iii) Again let α = idN , γ = idK , and define β : M → N ⊕ K by
β(m) = (k(m), g(m)).

(iii → i) Let β : N ⊕K → M be an isomorphism that makes the diagram
commute. Let s : K → N ⊕ K be given by s(k) = (0, k). Let h : K → M be
defined as β ◦ s.

(iii → ii) Let β : N ⊕K → M be an isomorphism. Let π : N ⊕K → N be
given by π(n, k) = n. Now, define k : M → N by π ◦ β−1. ■

3.2 Free Modules

Let R be a ring with 1.

Let M be an R-module, and X ⊆M . We say that X is linearly independent if
for every x1, . . . , xn ∈ X an equality r1x1 + · · ·+ rnxn = 0 with r1, . . . , rn ∈ R
implies r1 = · · · = rn = 0. Otherwise, X is linearly dependent.

If a subset B ⊆ M is linearly independent and ⟨B⟩ = M , then it is called a
basis of M . If M has a basis, then it is called a free R-module.

Theorem 3.2.1. Let M be an R-module. Then the following are equivalent:

(i) M is free.

(ii) M ≃
⊕

I R for some (possibly infinite) index set I.

(iii) There are a nonempty set B and a mapping ι : B →M such that for every
R-module N and function f : B → N there is a unique homomorphism
f̃ : M → N such that f̃ ◦ ι = f .

B M

N

ι

f
f̃

Proof. (i → ii) Let B be a basis of M . Each element of M can be written
uniquely as r1x1 + · · · + rnxn for some ri ∈ R and xi ∈ B. It is easy to prove
that g :

⊕
B R→M defined as g((rx)x∈B) =

∑
x∈B rxx is an isomorphism.
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(ii → iii) Fix an isomorphism g :
⊕

I R → M , and let B = I. Define
ι : B → M as ι(x) = g(ex) where exy = 0 for y ̸= x and exx = 1. Now let

f : B → N be given. We define f̃ : M → N as follows: let m ∈ M and write
g−1(m) = (rx)x∈B . Then

f̃ (m) :=
∑
x∈B

rxf(x).

(iii→ i) Let B∗ = ι(B) and N = ⟨B∗⟩. For f : B → N defined as ι, there is
f̃ : M → N such that f̃ ◦ ι = f = ι. Then f̃↾N = idN . Consider the short exact

sequence 0 −→ N
i−→ M

π−→ M/N −→ 0. We have i ◦ f̃ = idN . By Theorem
3.1.9, M ≃ N ⊕M/N .

Let g : B → M/N be the constant 0-map. By assumption, there is a unique
g̃ : M → M/N that is 0 on N , but there is also 0 : M → M/N . It follows that
g̃ = 0. Similarly π = 0, too, yielding N = M . One can also show that B∗ is
linearly independent. ■

Given an R-moduleM , letX be any subset with ⟨X⟩ =M ; for instanceX =M .
Consider the free R-module

⊕
X R. We have a surjective map

⊕
X R→M that

sends (rx)x∈X to
∑
x∈X rxx. So every R-module is the image of a free R-module

under a homomorphism. In particular M ≃
⊕

I R/N for some submodule N of⊕
I R.

3

Note that for a field K, every K-module is indeed free and two such modules
are isomorphic if and only if they have bases of the same cardinality. Suppose
that Rm ≃ Rn for some commutative ring R with 1 ̸= 0. If I ⊊ R is a maximal
ideal, then there is an R-module isomorphism (R/I)m ≃ (R/I)n. As a matter
of fact, this isomorphism is an isomorphism of free R/I-modules. Since R/I is a
field, we get m = n. This means that when R is a commutative ring with 1 ̸= 0,
any two finite bases of a free R-module have the same cardinality. The case
with an infinite basis can be proven in a similar way. We collect these under
the next result:

Theorem 3.2.2. Let R be a commutative ring with 1 ̸= 0, and M be a free
R-module. Then any two bases of M have the same cardinality.

If R is a ring with 1 ̸= 0 such that any two bases of any free R-module have
the same cardinality, then we say that R has the invariant basis number (IBN)
property. In that case the cardinality of any basis of a free R-module is called
its dimension or rank. It is clear that any two free R-modules are isomorphic if
and only if they have the same dimension.

The proof above that commutative rings with 1 ̸= 0 have the IBN property can
be slightly generalized as follows:

3This N might not be free.
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Proposition 3.2.3. Let S be a ring with IBN property and f : R → S be a
surjective ring homomorphism. Then R has the IBN property.

First a lemma.

Lemma 3.2.4. Let R be a ring with 1 ̸= 0, I ⊊ R a proper ideal, M a free
R-module with basis X, and π : M → M/IM be the canonical projection of R-
modules where IM is the submodule of M generated by αm where α ∈ I and
m ∈M . Then M/IM is a free R/I-module with basis π(X) and |π(X)| = |X|.

Proof. Let m ∈ M be r1x1 + · · · + rnxn with ri ∈ R and xi ∈ X. Then
m = r1 x1 + · · ·+ rn xn where ri ∈ R/I and xi = π(xi). So ⟨π(X)⟩ =M/IM .

Suppose that r1 x1 + · · · + rn xn = 0. Then r1x1 + · · · + rnxn ∈ IM , say
r1x1 + · · ·+ rnxn = α1u1 + · · ·+ αtut where αj ∈ I and uj ∈M . Writing each
uj as a linear combination of elements of X we get that r1x1 + · · · + rnxn =
β1y1+ · · ·+βmym where βk ∈ I and yk ∈ X. Then m = n and (after reordering)
yi = xi and ri = βi. Therefore r1, . . . , rn ∈ I and hence π(X) is also linearly
independent in the R/I-module M/IM .

We claim that π↾X is injective. Indeed, if π(x1) = π(x2), then

1 · π(x1)− 1 · π(x2) = 0.

So if x1 ̸= x2 then 1 ∈ I; but I ̸= R, hence x1 = x2. ■

Proof of Proposition 3.2.3. Let M be a free R-module with two bases X and
Y . Consider M/IM where I = ker f . Then M/IM is a free R/I-module.
Hence it is a free S-module with bases π(X) and π(Y ). By Lemma 3.2.4,
|X| = |π(X)| = |π(Y )| = |Y |. ■

3.3 Projective and Injective Modules

An R-module P is projective if for any surjective g : M → N and f : P → N ,
there is a homomorphism h : P →M such that g ◦ h = f .

P

M N
h

f

g

Theorem 3.3.1. If R has 1, then every free R-module is projective.

Proof. Let F be a free R-module with ι : X → F satisfying the required prop-
erties.

Let g : M → N be a surjective homomorphism and f : F → N a homomorphism.
All we need is to find a map h : X → M . For any x ∈ X, let mx ∈ M be such
that g(mx) = f(ι(x)). Now h(x) = mx is the required map. ■
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Theorem 3.3.2. Let P be an R-module. Then the following are equivalent:

(i) P is projective.

(ii) Every short exact sequence 0 M N P 0
f g

is split.

(iii) There is a free R-module F and an R-module A such that F ≃ A⊕ P .

Proof. (i → ii) Let h : P → P be the identity. Then by definition, there is
k : P → N with g ◦ k = h = idP . By Theorem 3.1.9, the sequence splits.

(ii→ iii) Clear.
(iii → i) Let G : F → A ⊕ P be an isomorphism. Let π : A ⊕ P → P and

s : P → A⊕ P given by π(n, p) = p and s(p) = (0, p).

Let g : M → N be surjective, and f : P → N . Then f ◦ π ◦ G : F → N . So
there is f̃ : F →M such that g ◦ f̃ = f ◦ π ◦G. Now f̃ ◦G−1 ◦ s : P →M with
g ◦ f̃ ◦G−1 ◦ s = f . ■

Definition. If there are R-modules F and A satisfying (iii), then we say P is
a summand in a free module. ⋄

Given R-modules Pi for i ∈ I, it is clear from the theorem above that
⊕

i∈I Pi
is projective if and only if each Pi is projective.

Definition. An R-module J is called injective if for any injective homomor-
phism g : M → N and homomorphism f : M → J , there is h : N → J with
h ◦ g = f .

M N

J

g

f
h

⋄

Proposition 3.3.3. Let Ji be an R-module for each i ∈ I. Then
∏
i∈I Ji is

injective if and only if each Ji is injective.

Proof. Put J∗ :=
∏
i∈I Ji. Let si : Ji → J∗ and πi : J

∗ → Ji be the natural
injection and projection maps. So πi ◦ si = idJi for each i.

( ⇐= ) Let J∗ be injective. Let g : M ↪→ N and f : M → Ji be given. Then
there is h∗ : N → J∗ such that h∗ ◦ g = si ◦ f . Define h : N → J as h = πi ◦ h∗.
It is easy to check that h ◦ g = f .

( =⇒ ) Conversely, let each Ji be injective. Let g : M ↪→ N and f : M → J∗

be given. Then for each i ∈ I, there is hi : N → M such that hi ◦ g = πi ◦ f .
Define h : N → J∗ by h(n) = (hi(n))i. Again, it is easy to check that h ◦ g =
f . ■

Lemma 3.3.4. Let R be a ring with 1, and J be an R-module. Then J is
injective if and only if for every left ideal I of R, any R-module homomorphism
f : I → J can be extended to f̃ : R→ J .
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Proof. ( =⇒ ) Nothing to do.
( ⇐= ) Let g : M ↪→ N and f : M → J are given. Let M ′ = Im g ⊆ N .

Consider the collection of functions h : K → J such that M ′ ⊆ K ⊆ N and
h ◦ g = f . Order them with respect to their domains and note that f ◦ g−1

is such a function. One can easily see that there is a maximal such function
h : K → J using Zorn’s Lemma. We claim that K = N . Suppose not and let
n ∈ N \K. Put I = {r ∈ R : rn ∈ K}. Then I is an ideal of R, and we have
f : I → J defined as f(r) = h(rn). So there is f̃ : R→ J . Let h̃ : K+Rn→ J be
defined as h̃(k+rn) = h(k)+rf̃(1). It is routine to check that h̃ is well-defined,
and it is clear that h ◦ g = f . ■

Proposition 3.3.5. A Z-module is injective if and only if it is a divisible abelian
group.

Proof. First, let us assume that D is an injective Z-module. Let n ∈ Z \ {0}
and y ∈ D. We would like to find x ∈ D with y = nx. Consider ι : nZ → Z and
f : nZ → D where f(kn) = ky. Then there is h : Z → D with h(kn) = f(kn) =
ky. Let x = h(1). Then nx = nh(1) = h(n) = y. So D is divisible.

Now, let D be divisible, and let g : nZ ↪→ Z and f : nZ → D be given. We would
like to define h : Z → D such that h ◦ g = f . All we need is to define h(1). Let
y = f(n) ∈ D. Then y = nx for some x ∈ D. Now, we can define h(1) = x. ■

Proposition 3.3.6. Any abelian group can be embedded into a divisible group.

Proof. Let A be an abelian group. Then A ≃ F/K where F is a free abelian

group and K ≤ F . Then F ≃
⊕

I Z. The group
⊕

I Q is divisible and F
g
↪→⊕

I Q. Now A ↪→
⊕

I Q/g(K) = D, and we know that D is divisible.4 ■

Proposition 3.3.7. Let R be a ring with 1 and D a divisible group. Then
HomZ(R,D) is an injective R-module.

Proof. We define the R-module structure on HomZ(R,D) by (rf)(x) = f(xr).
To show that it is injective, let I ⊆ R be an ideal, and f : I → HomZ(R,D) be
an R-module homomorphism. We would like to extend f to R. Let g : I → D
be defined as g(a) = (f(a))(1). Then g extends to g̃ : R → D. Now, let
h : R → HomZ(R,D) be defined as h(r)(x) = g̃(xr). We leave it as an exercise
to check that h is well-defined and that it extends f . ■

Theorem 3.3.8. Let R have 1. Then any R-module embeds into an injective
R-module.

Proof. Let M be any R-module. It is easy to check that f : M → HomR(R,M)
given by f(m)(r) = rm is an isomorphism. It is also clear that HomR(R,M) is
an R-submodule of HomZ(R,M). Let D be a divisible group with an embedding
g : M ↪→ D of Z-modules. Define g̃ : HomZ(R,M) → HomZ(R,D) by g̃(h) =
g ◦ h. Now, g̃ is injective, hence g̃ ◦ f is an embedding of M into the injective
R-module HomZ(R,D). ■

4Why?
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Theorem 3.3.9. Let R have 1, and let J be an R-module. Then the following
are equivalent:

(i) J is injective.

(ii) Every short exact sequence 0 → J →M → N → 0 splits.

(iii) If J is a submodule of M , then M ≃ J ⊕N for some R-module N .

Proof. (i→ ii) Dual proof of the projective case.
(ii→ iii) If J ⊆M , then consider the short exact sequence

0 −→ J
ι−→M

π−→M/J −→ 0.

This exact sequence splits, hence M ≃ J ⊕M/J .
(iii → i) By Theorem 3.3.8, J is a submodule of an injective module J∗.

Then J∗ ≃ J ⊕N . So J is injective by Proposition 3.3.3. ■

We have seen that injective abelian groups are exactly the divisible groups. One
can also easily see that projective abelian groups are exactly the free abelian
groups.5

3.4 Hom Functor

Let f : K → M and g : N → L be R-homomorphisms. Then we can define the
map

Θ: HomR(M,N) → HomR(K,L)

h 7→ g ◦ h ◦ f.

It is easy to see that this is an abelian group homomorphism. We denote Θ as
Hom(f, g).

Remarks. 1. The abelian group HomR(M,N) is not an R-module. It is when
R is commutative.

2. Consider two diagrams:

K L

M N

Hom(f,g)(h)

f g

h

S T

K L

Hom(k,l)(m)

k l

m

In these diagrams we have

HomR(f ◦ k, l ◦ g) = HomR(k, l) ◦HomR(f, g).

◦
5Do not forget that subgroups of a free abelian group are free.
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One particular case is when g = idN :

HomR(f, idN ) : HomR(M,N) → HomR(K,N).

Another is f = idM :

HomR(idM , g) : HomR(M,N) → HomR(M,L).

Theorem 3.4.1. A sequence 0 → M
f→ N

g→ K of R-modules is exact if and
only if for every R-module L the following sequence of abelian groups is exact:

0 → HomR(L,M)
HomR(idL,f)−→ HomR(L,N)

HomR(idL,g)−→ HomR(L,K).

Proof. Suppose that 0 → M → N → K is exact. We would like to show
that Hom(id, f) is injective and Im(HomR(id, f)) = ker(HomR(id, g)). Let F ∈
HomR(L,M) be such that f ◦F ≡ 0. Then F (l) ∈ ker f for all l ∈ L and F ≡ 0
since ker f = 0. Now, let f◦F ∈ Im(HomR(id, f)). Then g◦f◦F ≡ 0 since g◦f ≡
0. So f ◦ F ∈ ker(HomR(id, g)). Finally, suppose that G ∈ ker(HomR(id, g)).
This means that g ◦G ≡ 0, hence Im(G) ⊆ ker g = Im f , implying that for every
l ∈ L there is m ∈ M such that G(l) = f(m). Since f is injective, such an m
is unique for a given l. Therefore, we may define F : L → M by F (l) = m if
G(l) = m. Now it is easy to check that G = f ◦ F ∈ Im(HomR(id, f)).

Now, assume that 0 → HomR(L,M) → HomR(L,N) → HomR(L,K) is exact
for every R-module L. We want to show that f is injective and Im(f) = ker(g).
First, let L = ker f . Then i ∈ ker(HomR(id, f)) where i : L→M is the inclusion
map. Therefore i ≡ 0, which means ker f = 0. Now, let L = M . Then
f = f◦id = HomR(id, f)(id) ∈ Im(HomR(id, f)) = ker(HomR(id, g)). Therefore
g ◦ f ≡ 0 and hence Im f ⊆ ker g. Next, let L = ker g, and i : L → N be the
inclusion map. Then g ◦ i ≡ 0, hence i ∈ ker(HomR(id, g)) = Im(HomR(id, f)).
So i = f ◦F , where F : L→M . So for every l ∈ L, we have l = f(F (l)) ∈ Im f ,
hence L = ker g ⊆ Im f . ■

We also have the following sort of symmetric result:

Theorem 3.4.2. A sequence M
f→ N

g→ K → 0 of R-modules is exact if and
only if for every R-module L, the following sequence of abelian groups is exact:

0 → HomR(K,L)
HomR(g,id)−→ HomR(N,L)

HomR(f,id)−→ HomR(M,L).

Proof. Similar to the proof of the previous theorem. Left as an exercise. ■

If we have a short exact sequence 0 →M → N → K → 0, then for anyR-module
L, both of the sequences 0 → HomR(L,M) → HomR(L,N) → HomR(L,K)
and 0 → HomR(K,L) → HomR(N,L) → HomR(M,L) are exact. In category
theory, one says HomR(L,−) and HomR(−, L)op are left exact.
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Theorem 3.4.3. Let 0 → M
f→ N

g→ K → 0 be a sequence of R-modules.
Then the following conditions are equivalent:

(i) 0 →M
f→ N

g→ K → 0 is split exact.

(ii) For every R-module L, the sequence

0 → HomR(L,M) → HomR(L,N) → HomR(L,K) → 0

is split exact.

(iii) For every R-module L, the sequence

0 → HomR(K,L) → HomR(N,L) → HomR(M,L) → 0

is split exact.

Proof. (i→ ii) Suppose that 0 →M → N → K → 0 is exact and that there is
k : K → N with g ◦ k = idK .

Let us first show that Hom(id, g) : HomR(L,N) → HomR(L,K) is surjective:
Let G ∈ HomR(L,K). Define F : L → N by F = k ◦ G. Then g ◦ F =
g ◦ k ◦ G = G. So F = Hom(id, g)(G). This actually gives a group homo-
morphism from HomR(L,K) to HomR(L,N). It is easy to check that then the
sequence 0 → HomR(L,M) → HomR(L,N) → HomR(L,K) → 0 splits via that
homomorphism.

(ii→ i) Let L = K. Then there is a group homomorphism

H : HomR(L,K) → HomR(L,N)

such that Hom(idL, g) ◦ H = idHomR(L,K). So h := H(idK) : K → N and
g ◦ h = idK . Therefore 0 →M → N → K → 0 is a split exact sequence.

(i↔ iii) This can be proven similarly. ■

Theorem 3.4.4. Let P be an R-module. Then the following are equivalent:

(i) P is projective.

(ii) For every surjective g : N → K the map

Hom(id, g) : HomR(P,N) → HomR(P,K)

is surjective.

(iii) If 0 →M → N → K → 0 is exact, then

0 → HomR(P,M) → HomR(P,N) → HomR(P,K) → 0

is exact.
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Proof. (i→ iii) If 0 →M → N → K → 0 is exact, then

0 → HomR(P,M) → HomR(P,N) → HomR(P,K)

is exact. So we only need to show that HomR(P,N) → HomR(P,K) is surjec-
tive. This means that given G : P → K, there is F : P → N such that g◦F = G.
Since g is surjective, this is the same as P being projective.

(iii → i) Let g : N → K be surjective and f : P → K be a homomorphism.

Consider the short exact sequence 0 → ker g
ι→ N

g→ K → 0. By assumption,
HomR(P,N) → HomR(P,K) is surjective. Since f ∈ HomR(P,K), there is
h ∈ HomR(P,N) with f = g ◦ h. So P is projective.

(ii→ iii) The assumption (ii) combined with Theorem 3.4.1 gives (iii).

(iii→ ii) Let g : N → K be surjective. Consider 0 → ker g
ι→ N

g→ K → 0.
Then 0 → HomR(P,M) → HomR(P,N) → HomR(P,K) → 0 is exact. Hence
HomR(P,N) → HomR(P,K) is surjective. ■

Theorem 3.4.5. Let J be an R-module. Then the following are equivalent:

(i) J is injective.

(ii) If f : M → N is injective, then HomR(N, J) → HomR(M,J) is surjective.

(iii) For any short exact sequence 0 → M → N → K → 0 of R-modules, the
sequence 0 → HomR(K,J) → HomR(N, J) → HomR(M,J) → 0 is exact.

Proof. Similar to the proof of the previous theorem. ■

3.4.1 Direct product and sum via universal property

Let (Mi)i∈I be a collection of R-modules. Above we have defined the direct
product

∏
iMi and the direct sum

⊕
iMi of this collection in elementary terms.

They can be defined through certain universal properties.

For each j ∈ I we have the projection πj :
∏
iMi → Mj and the inclusion

sj :Mj →
⊕

iMi.

If a collection (fj : N →Mj)j of R-modules is given, then there is an R-module
homomorphism f : N →

∏
iMi such that πj ◦ f = fj for each j. Actually, such

f is unique. This can be shown in a diagram as follows:∏
iMi

N Mj

f
πj

fj

If a collection (gj :Mj → N)j of R-modules is given, then there is an R-module
homomorphism g :

⊕
iMi → N such that g ◦ sj = gj for each j. Again such g

is unique. This can be shown in a diagram as follows:
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Mj N

⊕
iMi

gj

sj g

These properties could be expressed in terms of isomorphisms between certain
Hom-groups as in the next theorem.

Theorem 3.4.6. Let (Mi)i∈I be a collections of R-modules, and let N be an
R-module. Then we have the following isomorphisms of groups∏

i

HomR(N,Mi) ≃ HomR(N,
∏
i

Mi)

and ∏
i

HomR(Mi, N) ≃ HomR(
⊕
i

Mi, N).

3.5 Tensor Products

Let R be a ring. In contrast to what we have been doing, we let M be a right
R-module and N be a (left) R-module.6 We shall construct the tensor product
M ⊗R N of M and N as an abelian group. Indeed, it will not be an R-module
if M is not a bi-module.

Let F be the free abelian group generated by M ×N . So far, there is nothing
about the module structures of M and N , they are just sets. Let K be the
subgroup of F generated by elements of the forms below:

(m+m′, n)− (m,n)− (m′, n), (m,n+n′)− (m,n)− (m,n′), (m ·r, b)− (m, r ·b),

where m,m′ ∈M , n, n′ ∈ N , and r ∈ R. As a group, M ⊗R N is F/K.

The element (m,n) +K is denoted as m⊗ n. In general, elements of M ⊗R N
are of the form

∑t
i=1 ki(mi ⊗ ni), where ki ∈ Z. We shall see in the examples

that this form is far from unique. At the very least, we have

m⊗ 0 = m⊗ 0 · n = m · 0⊗ n = 0⊗ n

for all m ∈ M and n ∈ N . It follows that this element is actually the additive
identity of M ⊗R N , which will be denoted as 0.

Above we have illustrated the definition of direct sum M ⊕ N via a certain
universal property. One can do a similar thing with M ⊗R N :

6When R is commutative, this does not make much of a difference.
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Definition. LetM and N be as above. Let A be an (additively written) abelian
group. A middle linear map (or balanced map) is a function f : M × N → A
such that f(m+m′, n) = f(m,n)+f(m′, n), f(m,n+n′) = f(m,n)+f(m,n′),
and f(mr, n) = f(m, rn) for all m,m′ ∈M , n, n′ ∈ N , and r ∈ R. ⋄

If f : M × N → A and g : M × N → B are two middle linear maps, then a
morphism of f and g is a group homomorphism h : A→ B such that h ◦ f = g.
This means the set M(M,N) of all middle linear maps becomes the objects of
a category.

Note that i : M ×N →M ⊗N , i(m,n) = m⊗ n, is a middle linear map, called
the canonical middle linear map. We claim that it is indeed a universal object in
the category of middle linear maps: Let f : M×N → A be a middle linear map.
There is a unique group homomorphism f : M ⊗R N → A such that f ◦ i = f .

Proof. Let F and K be as above. Then f extends to a homomorphism F → A
uniquely. Clearly, this homomorphism maps K to 0 as f is a middle linear map.
So we have f : M ⊗R N = F/K → A. It is easy to see that f ◦ i = f . ■

It follows from the uniqueness of universal objects that if f : M × N → A is
a middle linear map such that if any middle linear g : M × N → B, there is
h : A→ B with h ◦ f = g, then there is an isomorphism F : M ⊗R N → A such
that F ◦ i = f .

Let us give a simple example to show how strange the tensor product can be:

Example 3.5.1. Let M = Z/5Z and N = Z/6Z considered as Z-modules. We
see that

1⊗ k = 6⊗ k = 1 · 6⊗ k = 1⊗ 6 · k = 1⊗ 0 = 0.

Then for any a, b ∈ Z, we have a⊗ b = 1 · a⊗ b · 1 = 1⊗ ab · 1 = 0. As a result,
Z/5Z⊗Z Z/6Z = 0. △

Let M and M ′ be two right R-modules, N and N ′ be two left R-modules.
Suppose that f : M → M ′ and g : N → N ′ are homomorphisms. It is easy to
see that the map M ×N →M ′⊗RN ′ defined by sending (m,n) to f(m)⊗ g(n)
is a middle linear map. Therefore, it extends to a group morphism

f ⊗ g : M ⊗R N →M ′ ⊗R N ′.

Note that this means (f⊗g)(m⊗n) = f(m)⊗g(n). This extension is, of course,
unique.

Theorem 3.5.2. Let M
f→ N

g→ K → 0 be an exact sequence of left R-modules
and let L be a right R-module. Then the sequence

L⊗RM
id⊗f−→ L⊗R N

id⊗g−→ L⊗R K → 0

is exact.
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Proof. It is enough to check the exactness conditions on the generators of tensor
products involved. It is a straightforward job and we leave it as an exercise. ■

Suppose that M is not only a right R-module but also a left S-module for some
ring S with (sm)r = s(mr) for all m ∈M , s ∈ S, r ∈ R. In this case, it is said
to be an S-R bimodule. One particular case is when S = R is commutative and
we define the right R-module structure as mr := rm.

When M is an S-R bimodule and N an R-module, the tensor product M ⊗RN
is an S-module under s(m⊗ n) = sm⊗ n. Also, f ⊗ g from above becomes an
S-module homomorphism (if M ′ is also an S-R bimodule). Similarly, if N is a
R-S bimodule, then M ⊗R N becomes a right S-module.

So, in the case when R is commutative, M ⊗R N is indeed an R-R bimodule
with

r(m⊗ n) = rm⊗ n = mr ⊗ n = m⊗ rn = m⊗ nr = (m⊗ n)r.

Suppose that R has 1, and M and N as before. Then M ⊗R R ≃ M and
R ⊗R N ≃ N . The isomorphisms are obtained by extending (m, r) 7→ mr and
(r, n) 7→ rn.

Suppose M is a right R-module, N is an R-S bimodule and K is an S-module.
Then we can form (M ⊗R N)⊗S K and M ⊗R (N ⊗S K). Note that elements

of the former are of the form
∑
i

(∑
jmij ⊗ nij

)
⊗ki =

∑
i

∑
j(mij ⊗nij)⊗ki.

This means that elements of the form (m⊗ n)⊗ k generate it. Sending such an
element to m⊗ (n⊗ k) gives an isomorphism.

Let us observe how tensors ⊗ play with direct sums ⊕.

Proposition 3.5.3. Let M and M ′ be right R-modules, N a left R-module.
Then (M ⊕M ′)⊗R N ≃ (M ⊗R N)⊕ (M ′ ⊗R N).

Proof. The map (M ⊕M ′)×N → (M ⊗RN)⊕ (M ′⊗RN), sending ((m,m′), n)
to (m ⊗ n,m′ ⊗ n) is a middle linear map, hence extends to a homomorphism
(M ⊕M ′)⊗RN → (M ⊗RN)⊕ (M ′⊗RN). It is easy to check that it is indeed
an isomorphism. ■

Proposition 3.5.4. Let M be a right R-module, N an R-S bimodule, K a left
S-module. Then HomS(M ⊗R N,K) ≃ HomR(M,HomS(N,K)).

Proof. Consider the map α : HomS(M ⊗R N,K) → HomR(M,HomS(N,K))
given by (α(f))(m)(n) = f(m ⊗ n). Once again, it is straightforward to show
that this is indeed an isomorphism. ■

Suppose that R has 1, M is a right R-module, and F is a free (left) R-module
with basis Y . Then an element of M ⊗R F is of the form∑

i

mi ⊗
∑
j

rijyij =
∑
i

∑
j

mi ⊗ rijyij =
∑
i,j

mirij ⊗ yij .
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We may “put together the same yij ’s” to conclude that elements of M ⊗RF are
of the form

∑
imi ⊗ yi where mi ∈M and yi ∈ Y are distinct.

One can show that this form is unique: Let y ∈ Y and consider φy : R→ Ry ⊆ F
given by φy(r) = ry. This map is an isomorphism. Then

id⊗ φ−1
y : M ⊗Ry

∼→M ⊗R ≃M.

Now,M⊗RF =M⊗(
⊕

y∈Y Ry) ≃
⊕

y∈Y M⊗Ry ≃
⊕

y∈Y M . It follows that if
M and N are free (right and left) R-modules with bases X and Y , thenM⊗RN
is also a free (right and left) R-module with basis {x ⊗ y : x ∈ X, y ∈ Y }. For
instance, if R = K were a field, then dim(V ⊗K W ) = dimV · dimW .

A particular case is when R is a subring of another ring S. Let us also suppose
that they have the same units. The question is “Can we consider a (left) R-
module N as an S-module?” Note that S is a right R-module. So we may form
S⊗RN . Note that this is indeed an S-module. In many ways S⊗RN becomes
like N (as an S-submodule). This procedure is called extension of scalars.

One other construction is the divisible hull of a torsion-free abelian group A:
Q⊗Z A is divisible and contains A as 1⊗ a, and it is the minimal such.

Definition. Let R be a commutative ring with identity. A R-algebra is a ring
A with a ring homomorphism f : R→ A such that f(1) is the unity for A, and
f(R) is contained in the center of A. ⋄

Then A becomes an R-module by defining r ·a = f(r)a. Actually, A can also be
seen as a right R-module by defining a·r = f(r)a. An R-algebra homomorphism
is a ring homomorphism φ : A→ B such that φ(ra) = rφ(a).

If A and B are R-algebras, then we may form the R-module A⊗RB. Moreover,
it becomes an R-algebra with the product defined on the generators as

(a⊗ b) · (a′ ⊗ b′) = aa′ ⊗ bb′.7

3.6 Flat Modules

Theorem 3.6.1. Let L be a right R-module. Then the following are equivalent.

(i) For any exact sequence 0 → M
f→ N

g→ K → 0 of left R-modules, the
sequence 0 → L⊗RM → L⊗R N → L⊗R K → 0 is also exact.

(ii) If f : M ↪→ N is an injective homomorphism of left R-modules, then

idL ⊗ f : L⊗RM ↪→ L⊗RM

is also injective.

7One needs to check well-definedness.
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Proof. Just note that given injective f : M → N , we have the following exact

sequence 0 → M
f−→ N

g−→ N/ Im f → 0. Now remember theorems about the
right exactness of L⊗R −. ■

A module L satisfying one of the conditions i or ii above is called a flat module.

It is not hard to see that free R-modules are flat: Let F ≃ Rn. Then

F ⊗RM ≃ Rn ⊗RM ≃Mn and F ⊗R N ≃ Rn ⊗R N ≃ Nn.

Also idF ⊗ f : Mn → Nn is just f applied on each coordinate separately. So if
f is injective, so is idR ⊗ f .8

Remark. When P is a projective R-module, let K be an R-module such that
F = P ⊕ K is a free R-module. Suppose that f : M → N is injective. Then
idF ⊗ f : F ⊗RM → F ⊗R N is injective. So

(P ⊗RM)⊕ (K ⊗P M) → (P ⊗R N)⊕ (K ⊗R N)

is injective. It follows that idP ⊗ f : P ⊗R M → P ⊗R N is injective. Hence,
every projective module is flat.

On the other hand, injective modules need not be flat. The divisible group
Q/Z is injective, but for f : Z → Z sending f(x) = 2x, the kernel ker(id⊗ f) is

nontrivial because (idQ ⊗ f)( 12 , 1) =
1
2 ⊗ 2 = 1⊗ 1 = 0. ◦

Let K be a field; f : V → V ′ and g : W → W ′ be two linear transformations
between finite dimensional vector spaces; B = {v1, . . . , vn}, B′ = {v′1, . . . , v′r},
C = {w1, . . . , wm}, C ′ = {w′

1, . . . , w
′
s} bases of V , V ′, W , and W ′, respectively.

Suppose that A ∈ Mr×n(K) and B ∈ Ms×m(K) are the matrices of f and g
with respect to the given bases. We want to determine the matrix of

f ⊗ g : V ⊗K W → V ′ ⊗K W ′

with respect to the bases

{vi ⊗ wj : i ∈ [n] j ∈ [m]} and {v′p ⊗ w′
q : p ∈ [r], q ∈ [s]}.

We know that f(vi) =
∑r
p=1 apiv

′
p and g(wj) =

∑s
q=1 bqjw

′
q. Therefore (f ⊗

q)(vi ⊗ wj) =
∑r
p=1

∑s
q=1 apibqj(v

′
p ⊗ w′

q). It follows that the entry at row
(p − 1)s + q, column (i − 1)n + j is apibqj . This matrix is called the tensor
product of A and B, denoted as A⊗ B. We can write A⊗ B in blocks of sizes
s×m. The (p, i)-place block would be apiB.

8The infinite rank case may have more details to check.
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3.7 Modules over PIDs

Theorem 3.7.1. The following conditions are equivalent for an R-module M :

(i) M satisfies ascending chain condition (ACC) on submodules: For every
increasing chain M1 ⊆M2 ⊆ · · · of submodules of M , there is n ∈ N such
that Mi =Mn for all i ≥ n.

(ii) Every nonempty set of submodules of M has a maximal element.

(iii) Every submodule of M is finitely generated.

Proof. (i → ii) According to the ACC, every increasing chain of elements of a
given nonempty set of submodules of M has an upper bound in that set. So by
Zorn’s Lemma, that set has a maximal element.

(ii→ iii) Let N ⊆M and let S be the collection of submodules of N that are
finitely generated. This collection is nonempty because 0 is in it. Let N∗ ∈ S
be a maximal element of it. If N∗ ̸= N , there would be a ∈ N \ N∗ and the
submodule N∗ +Ra would be finitely generated but strictly bigger than N∗; so
we need to have N∗ = N .

(iii→ i) LetM1 ⊆M2 ⊆ · · · be a chain of submodules ofM . The submodule⋃
i∈NMi of M must be finitely generated. Then the generators are in Mn for

some n. Now it is clear that Mi =Mn for all i ≥ n. ■

A module satisfying one of these conditions is called Noetherian. A ring is
Noetherian if it is so as a module over itself. . We do not get into the details
of Noetherian modules and rings. For these notes, we only need to observe that
every PID is Noetherian; hence they satisfy the equivalent conditions above.

Let R be an integral domain, K its quotient field, and let M ≃ Rn ⊆ Kn.
Any n + 1 elements of Rn are K-linearly dependent; hence, clearing out the
denominators, we get that any n+ 1 elements of M are R-linearly dependent.

Definition. For a module M over an integral domain R, we define the torsion
submodule to be

Tor(M) := {m ∈M : rm = 0 for some r ∈ R \ {0}}.

If Tor(M) =M , then we say that M is a torsion module. ⋄

Also recall that the annihilator of M is

Ann(M) := {r ∈ R : rm = 0 for all m ∈M}.

Definition. The rank of a moduleM over an integral domainR is the maximum
number of R-linearly independent elements of M . ⋄

It must be clear that the rank could be infinity.
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Theorem 3.7.2. Let R be a PID and let M be a free R-module of rank n. Also
let N ⊆ M be a submodule. Then there exist a basis {y1, . . . , yn} of M and
nonzero a1, . . . , am ∈ R (m ≤ n) such that

(i) {a1y1, . . . , amym} is a basis of N ,

(ii) a1 | a2 | · · · | an.

Proof. Let {x1, . . . , xn} be a basis of R, with projection maps πi : M → R: each
πi is the R-module homomorphism with πi(xi) = 1 and πi(xj) = 0 for j ̸= i.

Suppose N ̸= 0; otherwise, the result is trivial. Then πi ↾N ̸≡ 0 for at least
one i0. Given f ∈ HomR(M,R), let f(N) = (af ) and put

S = {(af ) : f ∈ HomR(M,R)}.

Since R is Noetherian, S has a maximal element, say (af ). Then (af ) ̸= (0) as
(0) and (aπi0

) are distinct elements of S. Put a1 = af , and choose c ∈ N such
that a1 = f(c).

Claim 3.7.3. (a1) ⊇ (g(c)) for all g ∈ HomR(M,R).

Let (a1, g(c)) = (d). Then d | a1, d | g(c), and d = r1a1 + r2g(c) for some
r1, r2 ∈ R. Taking h = r1f + r2g, we see that d = h(c). Then

(a1) ⊇ (ah) = h(N) ⊇ (h(c)) = (d) ⊇ (a1).

So they are all equal and g(c) ∈ (a1). In particular, i = 1, . . . , n, there is bi ∈ R
with πi(c) = bia1.

Define y1 :=
∑
bixi. Then

a1y1 = a1b1x1 + · · ·+ a1bnxn

= π1(c)x1 + · · ·+ πn(c)xn

= c.

Also a1 = f(c) = f(a1y1) = a1f(y1). So f(y1) = 1.
Note that if x ∈ Ry1 ∩ ker f , then x = ry1 for some r ∈ R. Hence

0 = f(x) = rf(y1) = r · 1 = r,

and so x = 0. Let x ∈M and write x = f(x)y1 + (x− f(x)y1). Then

f(x− f(x)y1) = f(x)− f(x)f(y1) = 0.

So M = Ry1 ⊕ ker f .
We would like to show that N = Ra1y1⊕(N ∩ker f). First let f(ra1y1) = 0.

Then ra1f(y1) = 0, and hence r = 0 andRa1y1∩(N∩ker f) = 0 . Now let d ∈ N .
Then f(d) = ba1 for some b ∈ R, d = f(d)y1+(d−f(d)y1) = ba1y1+(d−ba1y1),
and f(d− ba1y1) = 0. So N = Ra1y1 ⊕ (N ∩ ker f).

We first show that N is also free of rank m ≤ n. By definition, the rank
of N can be at most n, say m. We proceed by induction on m. If m = 0,



72 CHAPTER 3. MODULES

then N ⊆ Tor(M) = 0; so N = 0, and we are done. It is clear that the rank
of N ∩ ker f is exactly m − 1, so it is free by the induction hypothesis. Since
N = Ra1y1 ⊕ (N ∩ ker f), the submodule N is also free.

We proceed by induction on n to construct the basis {y1, . . . , yn} of M
and elements a1, . . . , am ∈ R. By the induction hypothesis, N ∩ ker f has a
basis y2, . . . , yn, and there are a2, . . . , am ∈ R such that {a2y2, . . . , amym} is
a basis of N ∩ ker f and a2 | a3 | · · · | am. Now, {y1, . . . , yn} is a basis of
M , and {a1y1, . . . , amym} is a basis of N . In order to show that a1 | a2, let
g : M → R be given by g(y1) = g(y2) = 1 and g(yi) = 0 for all i > 2. Then
a1 = g(a1y1) ∈ g(N). So (a1) ⊆ g(N), but by the maximality of f , (a1) = f(N).
Since a2 = g(a2y2) ∈ g(N) we get that (a1) ⊇ (a2). ■

Let C = Rx be a cyclic R-module. Then we have π : R → C sending r ∈ R
to rx. Note that kerπ = Ann(C). So C ≃ R/Ann(C). If R is a PID, then
Ann(C) = (a) for some a ∈ R and C ≃ R/(a).

Theorem 3.7.4 (Fundamental Theorem - V1). Let R be a PID andM a finitely
generated R-module. Then there exist r ∈ N and nonzero a1, . . . , an ∈ R with

a1 | a2 | · · · | am and M ≃ Rr ⊕
m⊕
i=1

R/(ai).

Proof. Let {x1, . . . , xn} be a generating set for M and let π : Rn → M be
defined as π(bi) = xi where {b1, . . . , bn} is a basis of Rn. So M ≃ Rn/ kerπ.
Applying Theorem 3.7.2, there exist a basis {y1, . . . , yn} of Rn and a1, . . . , am ∈
R with a1 | a2 | · · · | am such that {a1y1, . . . , amym} is a basis of kerπ. Let
f : Ry1 ⊕ · · · ⊕Ryn → R/(a1)⊕ · · · ⊕R/(an)⊕Rn−m be defined as

f(r1y1 + · · ·+ rnyn) = (r1 mod a1, . . . , rm mod am, rm+1, . . . , rn).

Note that ker f = Ra1y1 ⊕ · · · ⊕Ramym = kerπ. Therefore

M ≃ Rn/ kerπ = Rn/ ker f ≃ R/(a1)⊕ · · · ⊕R/(am)⊕Rr,

where r = n−m. ■

Remark. 1. If M is a finitely generated module over a PID R with a decom-
position as in this theorem, then Tor(M) = R/(a1)⊕ · · · ⊕R/(am). Also,
such an M is free if and only if it is torsion-free.

2. The number r in this theorem is called the free rank of M ; it will turn out
to be exactly the rank, but for now, it is at most the rank. The elements
a1, . . . , am ∈ R are called the invariant factors of M .9

◦
9The word “the” to be justified later.
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Let us focus on the torsion module R/(a) for some a ̸= 0. As each PID is a
UFD, we have a = upα1

1 · · · pαs
s where u ∈ R×, and p1, . . . , ps are distinct primes

of R. Then the ideals (pαi
i ) are uniquely determined by a, and (pαi

i )+(p
αj

j ) = R
for i ̸= j. Therefore, by Theorem 2.1.9, the Chinese Remainder Theorem, we
have

R/(a) ≃ R/(pα1
1 )⊕ · · · ⊕R/(pαs

s ).

As a result, we have the following form of the Fundamental Theorem:

Theorem 3.7.5 (Fundamental Theorem - V2). Let M be a finitely generated
module over a PID R. Then

M ≃ Rr ⊕R/(pα1
1 )⊕ · · · ⊕R/(pαt

t ),

where r ∈ N and p1, . . . , pt are not necessarily distinct primes of R.

These prime powers pα1
1 , . . . , pαt

t are called the elementary divisors of M .10

We can put together the same pi’s as follows: Let M be a nonzero torsion
module. Suppose also that Ann(M) is nonzero; say Ann(M) = (a). Then write
a = upα1

1 · · · pαs
s where u is a unit of R and pi’s are distinct primes of R. Define

Ni = {m ∈M : pαi
i m = 0}.

So Ni is a submodule of M such that Ann(Ni) = (pαi
i ).11 Then

M = N1 ⊕ · · · ⊕Ns.

This holds even when M is not finitely generated. The submodule Ni is called
the pi-primary component of M .

Lemma 3.7.6. Let R be a PID and let p be a prime in R. Put F = R/(p).

(i) Let M = Rr. Then M/pM ≃ F r.

(ii) Let M = R/(a) where a ̸= 0. Then M/pM ≃ F if and only if p | a, and
M/pM = 0 if p ∤ a.

(iii) LetM = R/(a1)⊕· · ·⊕R/(at) such that p | ai for all i. ThenM/pM ≃ F t.

Proof. (i) Let π : M → F r be defined as π(a1, . . . , ar) = (a1, . . . , ar). Then
(a1, . . . , ar) ∈ kerπ if and only if p | ai for each i. So

kerπ = (pR)r = pRr = pM.

Therefore M/pM ≃ F r via π.

(ii) Let π : R → R/(a). Then π((p)) = p(R/(a)) = (p) + (a)/(a). If p ∤ a
then (p) + (a) = R, hence M/pM = 0. If p | a then (p) ⊇ (a), hence
(p) + (a) = (p). In this case, M/pM = R/(a)/(p)/(a) ≃ R/(p) = F .

10Again, the word “the” to be justified.
11Why?
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(iii) Clear from the previous part.

■

Let R be a PID and let M1 ≃ M2 be two finitely generated R-modules. Then
Tor(M1) ≃ Tor(M2) by the same isomorphism; hence

Rr1 ≃M1/Tor(M1) ≃M2/Tor(M2) ≃ Rr2

where r1 = rk(M1) and r2 = rk(M2). Let p be any prime in R. Then F = R/(p)
is a field, and F r1 ≃ Rr1/pRr1 ≃ Rr2/pRr2 ≃ F r2 . Therefore r1 = r2.

Let p be a prime of R. Then p-primary components of M1 and M2 are isomor-
phic. So, in order to show that M1 and M2 have the same elementary divisors,
it suffices to consider the case that Ann(M1) = Ann(M2) = (pα) for some α.

We proceed by induction on α: If α = 0 then M1 =M2 = 0; there is nothing to
do in this case. Assume α > 0. Let the elementary divisors ofM bem-many p’s,
and pα1 , . . . , pαs , where 2 ≤ α1 ≤ · · · ≤ αs. Similarly, let the elementary divisors
of M2 be n-many p’s, and pβ1 , . . . , pβt . Then the elementary divisors of pM1

are pα1−1, . . . , pαs−1. Since pM1 ≃ pM2 and Ann(pM1) = Ann(pM2) ≤ pα−1,
we have s = t and αi = βi for all i. We also have M1/pM1 ≃ M2/pM2. Hence
by the Lemma 3.7.6, we get m+ s = n+ t, and so m = n. So M1 and M2 have
exactly the same elementary divisors.

Now, let a1 | · · · | am be the invariant factors of M1, and let b1 | · · · | bn be
the invariant factors of M2. Note that am is the product of the largest powers
of primes that appear in the elementary divisors of M1. Similarly, bn is the
product of the largest powers of primes appearing in the elementary divisors of
M2. Hence am = bn. Now, am−1 is the product of the largest prime powers
when the powers appearing in am are removed, and bn−1 is also similar. Hence
am−1 = bn−1. It follows that m = n and ai = bi for all i.

3.8 Back to K[x]-modules

We shall apply the fundamental theorem to finitely generated K[x]-modules.
More precisely, in the particular case of a finite-dimensional vector space V
over K equipped with a linear transformation T : V → V . This way, the free
part K[x]r does not occur as it is an infinite dimensional vector space over K.
Therefore, V ≃ K[x]/(a1(x)) ⊕ · · · ⊕ K[x]/(am(x)) where a1 | · · · | am. By
choosing ai’s monic, they are uniquely determined. We shall see that this will
allow us to find a basis of V in a way that the matrix of T with respect to that
basis is in a special form.

Let us first review basic linear algebra: Let V be an n-dimensional vector space
over (a field) K. Fix an ordered basis B = (v1, . . . , vn) of V . Any given v ∈ V
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can be writen uniquely as v = c1v1 + · · ·+ cnvn with ci ∈ K; define

[v]B =

c1...
cn

 ∈ Kn.12

Let T : V → V be a linear transformation, and suppose that C = (w1, . . . , wn) is
another ordered basis of V . Then T (vj) =

∑n
i=1 aijwi with uniquely determined

aij ∈ K. We denote the matrix (aij)i=1,...,nj=1,...,n as MB,C
T . It is easy to see

that MB,C
T [v]B = [T (v)]C for all v ∈ V .

So given a pair (B, C) of ordered bases we have a linear transformation

HomK(V, V )
MB,C

T−→ Mn×n(K).

This map is indeed an isomorphism of vector spaces and it, of course, depends
heavily on the choice of bases B, C.

Suppose that C = B. Then given T, S ∈ HomK(V, V ) we have

MB,B
T ·MB,B

S [v]B =MB,B
T [S(v)]B = [T (S(v))]B =MB,B

T◦S .

Therefore, in this case the map HomK(V, V )
MB,B

T−→ Mn×n(K) is a K-algebra
isomorphism.

How do A := MB,B
T and B := MC,C

T compare? Let P = MC,B
idV

. It is easy to see

that P is invertible, and indeed P−1 =MB,C
idV

. Then

P−1AP [v]C = P−1A[v]B = P−1[T (v)]B = [T (v)]C = B[v]C .

Therefore B = P−1AP . This P is called the change of basis matrix. Two
matrices A,B ∈ Mn×n(K) are called similar if there is P ∈ GLn(K) with
B = P−1AP . We have seen above that being similar is the same as representing
the same linear transformations.13

Recall that λ ∈ K is called an eigenvalue of a linear transformation T : V → V
if there is v ∈ V \{0} with T (v) = λ ·v. Any v ∈ V with T (v) = λv is called an
eigenvector of T (corresponding to λ). An eigenvalue/eigenvector of an n × n
matrix A is an eigenvalue/eigenvector of the linear transformation Kn → Kn

sending v 7→ Av. It is easy to see that λ is an eigenvalue of T if and only if it
is an eigenvalue of any MB,B

T for any choice of B.

It is easy to see that λ is an eigenvalue of T if and only if there is a nonzero
v ∈ V such that (λidV − T )(v) = 0; this means that det(λIn − MB,B

T ) = 0

regardless of B. So CT (x) = det(xIn−MB,B
T ) is a polynomial in K[x] of degree

12So we consider elements of Kn as column vectors.
13We have seen one way of this equivalence, but the other is more or less clear.
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n, called the characteristic polynomial of T , and λ is an eigenvalue if and only
if CT (λ) = 0. Therefore there are at most n many eigenvalues.

Now, let us go back to considering (V, T ) as a K[x]-module. Let mT (x) be
monic such that Ann(V ) = (mT (x)); it is uniquely determined and it is called
the minimal polynomial of T .

If we write V ≃ K[x]/(a1(x))⊕· · ·⊕K[x]/(am(x)) with monic ai(x)’s such that
a1 | · · · | am, then am(x) = mT (x). So it follows that ai | mT for all i.

As observed above, HomK(V, V ) is isomorphic to Mn×n(K) as a vector space

overK; hence, it is of dimension n2. If T ∈ HomK(V, V ) then idV , T, T
2, . . . , Tn

2

are linearly dependent over K. Hence deg(mT (x)) ≤ n2.

3.8.1 Rational Canonical Form

Let us consider one cyclic factorK[x]/(a(x)) where a(x) is the monic polynomial

xk + ak−1x
k−1 + · · ·+ a1x+ a0.

Clearly 1, x, . . . , xk−1 is a basis of K[X]/(a(x)), and the matrix of the linear
transformation of multiplication by x is

Ma(x) :=



0 0 . . . 0 −a0
1 0 . . . 0 −a1
0 1 . . . 0 −a2
...

...
...

...
0 0 . . . 0 −ak−2

0 0 . . . 1 −ak−1


.

This matrix is called the companion matrix of a(x).

Note that the matrix of the linear transformation of multiplying by x (on each

component) from K[X]/(a(x))⊕K[x]/(b(x)) to itself is

[
Ma 0
0 Mb

]
. Supposing

V ≃ K[x]/(a1(x))⊕ · · · ⊕K[x]/(am(x)), the matrix of T : V → V with respect
to an appropriate basis is

Ma1(x) 0 . . . 0
0 Ma2(x) 0
...

. . .
...

0 0
... Mam(x)

 .

A matrix of this form is said to be in rational canonical form; here a1 | · · · | am
is a part of the definition.
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Suppose that V has another basis B such that MB,B
T is in rational canonical

form; say

MB,B
T =

Mb1(x) 0
. . .

0 Mbs(x)

 ,
with b1 | · · · | bs.

Then it is easy to see that

V ≃ K[x]/(b1(x))⊕ · · · ⊕K[x]/(bs(x)).

By the uniqueness of invariant factors, we get that s = n and bi = ai for all i.
This means that there is a unique rational canonical form for T .

Remark. For S, T ∈ HomK(V, V ), there is an invertible U ∈ HomK(V, V ) with
S = U ◦ T ◦ U−1 if and only if S and T have the same rational canonical form.
In this case, we say S and T are similar. This is in accordance with the earlier
use of the word, since for any choice of basis, the matrices of S and T are similar
if an only if S and T are so. ◦

Let A ∈ Mn×n(K) and F ⊇ K be another field. Then A ∈ Mn×n(F ) as well.
However, the rational canonical form with respect to F is the same as the one
over K. In particular, the minimal polynomial of A over F is the same as that
over K. It follows that if B ∈Mn×n(K) is similar to A in Mn×n(F ), then it is
similar to A in Mn×n(K) as well.

One may see, by taking the appropriate determinant, that the characteristic
polynomial of Ma(x) is indeed a(x). It is also easy to see that the characteristic

polynomial of

[
A 0
0 B

]
is the product of the characteristic polynomials of A

and B. It follows that the characteristic polynomial of A ∈ Mn×n(K) is the
product of the invariant factors of (Kn, A) considered as a K[x]-module; hence,
the minimal polynomial divides the characteristic polynomial. So we proved the
following:

Theorem 3.8.1 (Cayley-Hamilton Theorem). Let T : V → V be a linear
transformation. Then mT (x)|CT (x).

It is also clear that the characteristic polynomial divides a power of the minimal
polynomial; hence, the characteristic and the minimal polynomials have exactly
the same roots.

Let A = (aij) ∈ Mn×n(K). Consider A as a linear transformation Kn → Kn

sending v 7→ A ·v; so A is the matrix corresponding to this linear transformation
via the standard basis (e1, . . . , en). Let π : K[x]n → Kn be the K[x]-module
homomorphism such that π(ui) = ei where ui is the standard basis of K[x] as a
K[x]-module. Let G : K[x]n → K[x]n be the K[x]-module homomorphism with
G(ui) = xui −

∑n
j=1 aijuj . So the matrix of G with respect to (u1, . . . , un) is

xIn −A.
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Exercise. kerπ = ImG.

Using this exercise, we see that (Kn, A) ≃ K[x]n/ kerπ = K[x]n/ ImG, as
K[x]-modules.

Using Gauss elimination xIn −A is equivalent to

[
D 0
0 0

]
where D is diagonal.

Since x is not an eigenvalue of A, we know that det(xIn − A) ̸= 0; hence,

det

[
D 0
0 0

]
̸= 0, being a unit multiple of det(xIn − A). Therefore D is n × n

and xIn −A is equivalent to D. Let D =

f1 0
. . .

0 fn

.
Exercise. We may even arrange them in a way that f1 | · · · | fn and are monic.

Then there are bases B = (v1, . . . , vn) and C = (w1, . . . , wn) of K[x]n such that

D = MB,C
G . This means that G(vi) = fiwi, and hence ImG =

⊕n
i=1K[x]fiwi.

Therefore

Kn ≃ K[x]/ ImG =

n⊕
i=1

K[x]wi/

n⊕
i=1

K[x]fiwi ≃
n⊕
i=1

K[x]/(fi).

It is possible that fi ∈ K[x]× = K for some i. In that case, fi = 1 and
K[x]/(fi) = 0. Let f1 = · · · = fn−m = 1. Then fn−m+1 = a1, . . . , fn = am
where a1, . . . , am are the invariant factors of (Kn, A). In short: xIn − A is

equivalent to

[
M 0
0 N

]
where M =

1 . . .

1

 and N =

a1 . . .

am

.
This is called the Smith normal form of A.

Remark. The determinant det

[
M 0
0 N

]
is the characteristic polynomial of A.

◦

Example 3.8.2. Let K = R. Consider T : R3 → R3 defined as

T (x, y, z) = (4y + 2z,−x− 4y − z,−2z).

For B = (e1, e2, e3), let A := MB,B
T =

 0 4 2
−1 −4 −1
0 0 −2

. We find the minimal



3.8. BACK TO K[x]-MODULES 79

polynomial of T as (x+ 2)2 via the series of row and column operations:

xI3 −A =

x −4 −2
1 x+ 4 1
0 0 x+ 2


R1→R2

−−−−→

1 x+ 4 1
x −4 −2
0 0 x+ 2


R2→−xR1+R2

−−−−−−−−−→

1 x+ 4 1
0 −x2 − 4x− 4 −2− x
0 0 x+ 2


C2→−(x+4)C1+C2

−−−−−−−−−−−−→
C3→C1+C3

1 0 0
0 −(x+ 2)2 −(x+ 2)
0 0 x+ 2


R2→−R2−R3

−−−−−−−−−→

1 0 0
0 (x+ 2)2 0
0 0 x+ 2


R2↔R3

−−−−−→
C2↔C3

1 0 0
0 x+ 2 0
0 0 (x+ 2)2

 .

Also (R3, T ) ≃ R[x]/(x+ 2)⊕R[x]/(x+ 2)2, and the rational canonical form of
A is −2 0 0

0 0 −4
0 1 −2

 .

3.8.2 Jordan Canonical Form

Now, let us write (V, T ) ≃ K[x]/(pα1
1 ) ⊕ · · · ⊕K[x]/(pαt

t ), where p1, . . . , pt are
irreducible monic polynomials, and α1, . . . , αt ∈ N>0. Note that the polynomials
pi are irreducible divisors of the characteristic polynomial of T , so their roots
are exactly the eigenvalues of T . Suppose that K contains all the eigenvalues;
in the worst case, the algebraic closure K contains them. As a result of this
assumption each pi is a linear polynomial; which is assumed to be monic as well.
Then (V, T ) is isomorphic to a (finite) direct sum ofK[x]/(x−λ)k for eigenvalues
λ and k > 0. Let us consider one summand: K[x]/(x − λ)k. Note that the
collection (x− λ)k−1, (x− λ)k−2, . . . , x− λ, 1 is a basis of K[x]/(x− λ)k, and

x(x− λ)i = (λ+ (x− λ))(x− λ)i = λ(x− λ)i + (x− λ)i+1
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for i = 0, . . . , k − 1. Therefore, the matrix of T with respect to this basis is

Jkλ :=


λ 1 0 . . . 0 0
0 λ 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . λ 1
0 0 0 . . . 0 λ

 .

Such a matrix, namely λ’s on the diagonal and 1’s on top of the diagonal, is
called a Jordan block. It follows that V has a basis for which the matrix of T isJ1 0

. . .

0 Jt


whose each Ji is a Jordan block. This matrix is unique up to the ordering of
J1, . . . , Jt, and it is called the Jordan canonical form of T . △

Remark. The Jordan canonical form of T is diagonal if and only if the minimal
polynomial has no repeated roots. ◦



Chapter 4

Representation Theory of
Groups – Very Briefly

Here, all groups are finite unless specifically told not to be.

Definition. A (linear) representation of a group G is a homomorphism from
G into GL(V ) for some vector space V over a field K. ⋄

If V is finite dimensional, say dimV = n, then GL(V ) ≃ GLn(K).

Remember that for any group G (not necessarily finite), its action on itself
by left multiplication gives an embedding of G into the permutation group S(G).
That was called the (left) regular representation of G. As a matter of fact, any
action of G on a set X could be thought of as a homomorphism G → S(X).
Then a linear representation can be thought of as an action of G on V , but with
the stronger property that it respects the vector space structure of V ; hence
the word “linear”. From now on, we simply say representation to mean linear
representation.

Recall thatK[G] is the ring whose elements are of the form
∑
g∈G agg, where

ag ∈ K for all g ∈ G. Its addition is “componentwise,” and its multiplication
is “like that of K[x].” Clearly, K ↪→ K[G] as α 7→ α · 1, and actually K is in
the center of K[G]. So K[G] is indeed a K-algebra. As a vector space over K,
a basis of K[G] is {1 · g : g ∈ G}.

We claim that there is a 1-1 correspondence between representations of G
over K and K[G]-modules: Let φ : G → GL(V ) be a representation. We want
to construe V as a K[G]-module. We already know how K acts on it, so we need
only to determine how g ∈ G acts on V . This is done via φ, i.e. g · v = φ(g)(v).
Then in general ∑

g∈G
agg

 · v =
∑
g∈G

agφ(g)(v).

It is straightforward to check that this gives a K[G]-module structure to V .

81
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Conversely, let V be a K[G]-module. In particular, V is a vector space over
K. We want to define φ : G → GL(V ). Let φ(g)(v) = (1 · g) · v. All we need is
that φ(g) : V → V is linear for all g ∈ G and that φ(g · h) = φ(g) · φ(h):

φ(g)(αv + βw) = g · (αv + βw) = gαv + gβw = αg · v + βg · w = αφ(g)(v) + βφ(g)w

φ(g · h)(v) = (g · h) · v = g · (h · v) = g · (φ(h)(v)) = φ(g)(φ(h)(v)) = (φ(g) ◦ φ(h))(v).

Remark. A subset W ⊆ V is a K[G]-submodule of V if and only if g · w ∈ W
for all g ∈ G. Such W will be called G-stable. ◦

Wemay considerK[G] as a module over itself. This corresponds to the action
of G on itself by left multiplication; hence, it is called the regular representation
of G.

We name the following ideals of K[G]:

N =
{∑
g∈G

αgg : αg = αh for all g, h ∈ G
}
, I =

{∑
g∈G

αgg :
∑
g∈G

αg = 0
}
.

Let G = Sn and V be an n dimensional vector space over K. Say B =
(v1, . . . , vn) is a basis of V . Then Sn acts on the basis by σ · vi = vσ(i). This
gives an embedding Sn ↪→ GL(V ).

Remark. Since GL1(K) ≃ K×, the 1-dimensional representations of G are just
homomorphisms G→ K×. ◦

Example 4.0.1. Let Dn be the dihedral group of order 2n. Its generators are

ρ and σ. Then we have the representation Dn
φ→ GL2(R) = GL(R2) by defining

ρ as rotation by an angle of 2π
n and σ as the matrix sending

[
x
y

]
to

[
y
x

]
:

φ(ρ) =

[
cos 2π

n − sin 2π
n

sin 2π
n cos 2π

n

]
, φ(σ) =

[
0 1
1 0

]
.

△

Example 4.0.2. Let H ◁ G where H is an elementary abelian p-group for
some p; that is each nontrivial element of H has order p. Then H becomes an
Fp-vector space by α · h = hα for α ∈ Fp, and G acts on H by conjugation.
Then

g · (α · h) = ghαg−1 = (ghg−1)α = α · (g · h).

So H becomes an Fp[G]-module. △

We say that two representationsG
φ→ GL(V ) andG

ψ→ GL(W ) are equivalent
if V ≃ W as K[G]-modules. Let T : V → W be a K[G]-module isomorphism.
Then T is in particular a K-vector space isomorphism, and also T (φ(g)(v)) =
ψ(g)(T (v)) for all g ∈ G and v ∈ V . So T ◦ φ = ψ ◦ T or in other words
φ(g) = T−1 ◦ψ(g)◦T for all g ∈ G. This could be thought of as a “simultaneous
change of basis”.
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Definition. Let G
φ→ GL(V ) be a representation where V is a vector space

over K.

(i) If the only K[G]-submodules of V are 0 and V , then the representation is
called irreducible.

(ii) If V = V1 ⊕ V2 for nonzero K[G]-submodules V1 and V2, then V is called
decomposable, and it is called indecomposable if it is not decomposable.

(iii) If V is a direct sum of some of its irreducible K[G]-submodules, then V is
called completely reducible.

⋄

Remark. These definitions could be made for any R-module M for any ring
R. In that context, the words simple and semisimple are used in the place of
irreducible and completely irreducible. However, there is a little confusing use
of the word simple for rings: According to the definition above, considered as a
module itself, a ring is simple if it has no non-trivial proper left ideals. However,
a simple ring is defined to be a ring with no ideals. ◦
Remark. Irreducible means that V has no nonzero proper G-stable subspaces.
If dimV = 1, then this is obviously the case. Suppose that dimV = n and
W ⪇ V is G-stable. Let B′ = (w1, . . . , wm) be a basis of W and complete it to
a basis B = (w1, . . . , wm, vm+1, . . . , vn) of V . Then for given g ∈ G we have

MB
φ(g) =

[
MB′

φ1(g)
A

0 MB′′

φ2(G)

]
,

where φ1 = φ↾W and φ2 is the “reduced representation” on V/W . ◦

Example 4.0.3. Let G = ⟨g⟩ be (multiplicatively written) cyclic group of
order n. Then K[G] ≃ K[x]/(xn − 1); hence, K[G]-modules are K[x]-modules
that are annihilated by xn − 1. So assuming that K has all the nth-roots of
unity, the irreducible representations of G are the 1-dimensional ones. In that
case, completely reducible representations are φ : G → GL(V ) where φ(g) is
diagonalizable. This happens if the minimal polynomial of φ(g) has no multiple
roots; for instance, if char K ∤ n, then that is the case. Conversely, suppose

φ(g) is not diagonalizable; say it has a Jordan block J2
λ =

[
λ 1
0 λ

]
. Then

{v ∈ V : φ(g)(v) = λv} ⪇ V,

but does not have a complement since the Jordan canonical form is unique.
This gives an example of an reducible representation that is not completely
reducible. △

Example 4.0.4. It is easy to see that the representation Dn → GL2(R) men-
tioned above is irreducible for n > 2. For instance, ρ cannot fix any line in
R2. △
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Theorem 4.0.5 (Maschke). Let G be a group of order n and K be a field such
that char K ∤ n. Suppose V is a K[G]-module. Then any K[G]-submodule of V
is a direct summand in V .

Proof. Let W ≤ V be G-stable. Let W ′ ≤ V be a K-vector space complement
of W in V and let π′ : V → W be defined as π′(W +W ′) = W . Note that for
any g ∈ G, the map gπ′g−1 : V →W is a linear map mapping W onto itself.

Now, let π : V → W be defined as π(v) =
∑
g∈G

1
n (gπ

′g−1)(v). Note that
1
n ∈ K. It is clear that π is a linear transformation with π(w) ∈ W for all
w ∈W . Also, for g0 ∈ G we have

π(g0v) =
∑
g∈G

1

n
(gπ′g−1)(g0v)

=
∑ 1

n
g0(g

−1
0 gπ′g−1g0)(v)

= g0
∑
g∈G

1

n
(gπ′g−1)(v)

= g0π(v).

So π is indeed a K[G]-module homomorphism with π↾W = W . Let W̃ = kerπ.

Then W̃ is a K[G]-submodule of V and it is easy to see that V = W ⊕ W̃ as
K[G]-modules. ■

As a result of Maschke’s Theorem, we see that any finite-dimensional repre-
sentation of G is completely reducible if char K ∤ |G|. It follows that for such
G→ GL(V ) there is a basis B of V such that for every g ∈ G we have

MB
φ(g) =

φ1(g) 0
. . .

0 φt(g)


where φi : G→ GL(Wi) are irreducible representations of G.

Next, we state the Wedderburn-Artin Theorem that provides for a given ring R
a few conditions that are equivalent to all R-modules being completely reducible;
the most important of these conditions being that the ring R is isomorphic to
a product of matrix rings.

Theorem 4.0.6 (Wedderburn-Artin). The following conditions are equivalent
for a ring R with 1 ̸= 0:

(i) Every R-module is projective.

(ii) Every R-module is injective.

(iii) Every R-module is completely reducible.
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(iv) R = L1 ⊕ · · · ⊕ Lt where each Li is an irreducible ideal of R of the form
Rei where eiej = 0 for i ̸= j, e2i = ei, and

∑t
i=1 ei = 1.

(v) There are integers n1, . . . , nt > 0 and division rings K1, . . . ,Kt such that

R ≃Mn1
(K1)× · · · ×Mnt

(Kt)

as rings.

Note that a ring satisfying (iv) are completely reducible or semisimple. So this
theorem can be regarded as classification of semisimple rings.

We are not going to prove this result in full. We will basically show that (v)
implies (iv), which amounts to understanding the structure of matrix rings.

We start with a trivial observation: IfM and N are irreducible R-modules, then
any nonzero homomorphism from M to N is an isomorphism. This is generally
referred to as Schur’s Lemma; see Lemma 18.7 in[1]. In particular, it follows
that EndR(M) = HomR(M,M) is a division ring for every irreducible R-module
M .

Fix a division ring K and n > 0. For i, j ≤ n, let Eij ∈ Mn(K) be the matrix
whose (i, j)-place entry is 1 and the rest is 0. Then Eij ’s form a vector space
basis for Mn(K) over K. Let A ∈ Mn(K) be nonzero; say aij ̸= 0. Then
aijEps = EpiAEjs for all p, s ≤ n. So if I ⊆ Mn(K) is a two-sided ideal, then
I = 0 or I =Mn(K). So Mn(K) is a simple ring.

Suppose that A is in the center of Mn(K). Then EijA = AEij . This means
that A = αIdn for some α ∈ K. We know that A should commute with βIdn
for β ∈ K. So αβ = βα for all β ∈ K, and so α is in the center of K.

Note that Li := Mn(K)Eii is an ideal of Mn(K), and it consists of matrices
whose ith column is arbitrary and all other entries are 0. So

Mn(K) = L1 ⊕ · · · ⊕ Ln.

It is also clear that EiiEjj = 0 for i ̸= j, E2
ii = Eii, and I =

∑n
i=1Eii. So all

we need to check that Li is irreducible.

Let A ∈ Li be nonzero, say api ̸= 0. Then as we have seen above, Eii =
1
api
EipA.

Hence, Mn(K) · A = Li and Li is irreducible. Note that AEii 7→ AE11 is an
Mn(K)-module homomorphism from Li to L1. By Schur’s Lemma, we get that
Li ≃ L1 for every i. A similar argument gives that any irreducible Mn(K)-
module is isomorphic to L1.

Suppose that A,B ∈ Mn(K) are such that AB = BA = 0, A2 = A, B2 = B,
and Eii = A + B. Then AEii = A ∈ Li, BEii = B ∈ Li, and also for any
C ∈Mn(K) we have CEii = CA+CB. So Li =Mn(K)A+Mn(K)B. Suppose
C ∈Mn(K)A ∩Mn(K)B, say D1A = C = D2B. Then

D1A = D1A
2 = D2BA = D20 = 0.
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So Li = Mn(K)A⊕Mn(K)B. But then either A = 0 or B = 0. This property
of Eii is called being primitive idempotent.

Using similar arguments, one can also show that any Mn(K)-module M is iso-
morphic to a direct sum of E11M ≃ L1.

For (v) → (iv) of Theorem 4.0.6, we need to extend some of these to a finite
direct product of Mn(K)’s. It is a routine process, so we omit that extension.

The actual content of Theorem 4.0.6 is any of the other conditions implying (v),
yet it has a very technical proof. So we omit that proof as well and focus on
applications to group representations.

We let K be a field with char K ∤ |G|. For instance, if char K = 0, then this
is automatic for all G. More importantly, we assume that K is algebraically
closed. The most crucial use of this assumption is in the following:

Proposition 4.0.7. Let L be a division ring, which happens to be a finite-
dimensional vector space over an algebraically closed field K with an embedding
of K into the center of L. Then L ≃ K.

Proof. We may assume K is contained in the center of L; hence in L. Let
α ∈ L. Then by assumption, the division ring generated by α over K is indeed
a field, and it is a finite extension of K. Since K is algebraically closed, we get
α ∈ K. ■

By Theorem 4.0.5, Maschke’s Theorem, we know that K[G] satisfies condition
(iii) in Theorem 4.0.6, Wedderburn-Artin Theorem. Hence,

K[G] ≃Mn1(L1)× · · · ×Mnr (Lr)

for some division rings L1, . . . , Lr, and n1, . . . , nr > 0. Now, it is clear that
K is contained in the center of Li for each i, hence Li = K for all i by
Proposition 4.0.7. So K[G] ≃ Mn1

(K) × · · · ×Mnr
(K). Therefore, we have

|G| = dimK(K[G]) = n21 + · · · + n2r. Also, the dimension of the center of K[G]
is r, since the center of each Mni(K) is isomorphic to K. Let C1, . . . , Cs be the
conjugacy classes of G, and for j = 1, . . . , s, let Xi =

∑
g∈Ci

1 · g ∈ K[G]. We
claim that X1, . . . , Xs form a basis of the center of K[G] over K. First of all,
since {1 · g : g ∈ G} forms a basis of K[G], we know that X1, . . . , Xs are linearly
independent.

Note that h−1Xih =
∑
g∈Ci

1 · h−1gh =
∑
g∈Ci

1 · g = Xi. So X1, . . . , Xs are
indeed in the center of K[G]. Finally, let X =

∑
g∈G agg be in the center of

K[G]. Then
∑
g∈G ahgh−1g =

∑
g∈G agh

−1gh = h−1Xh = X =
∑
g∈G agg. So

ahgh−1 = ag for all g ∈ G. Therefore, X is indeed a linear combination of Xj ’s.
It follows that r is exactly the number of conjugacy classes of G.

So, if G is abelian, then irreducible representations of G are group homomor-
phisms G → K×; and each representation is similar to a diagonal one. Let
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G ≃ C1 × · · · × Cn where Ci = ⟨xi⟩ with di = |Ci|. Then an irreducible repre-
sentation of G is given by a choice of dthi root of unity in K for each i = 1, . . . , n.
So there are exactly d1 · · · dn = |G| many choices, and those are all.

Example 4.0.8. Let G = S3. We know that the conjugacy classes of S3 are
C1 = {id}, C2 = {(12), (13), (23)}, C3 = {(123), (132)}. So

K[G] ≃Mn1(K)×Mn2(K)×Mn3(K).

We also need n21 + n22 + n23 = 6. So n1 = n2 = 1 and n3 = 2 is the only
possibility. Clearly, C1 corresponds to id: G → K×. It is also easy to see that
C3 corresponds to the parity map G → {−1, 1} ⊆ K×, σ 7→ 1 if σ ∈ A3 and
σ 7→ −1 if σ /∈ A3.

So C2 corresponds to S3
φ→ GL2(K). We need to determine the actions

of (12) and (123). For this, let V = Ke1 ⊕Ke2 ⊕Ke3 be a K-vector space of
dimension 3. Then φ : S3 → GL(V ) given by φ(g)ei = eg(i) is a representation of
φ. Note that K(e1 + e2 + e3) ≤ V is an S3-invariant subspace. So, by Theorem
4.0.5, Maschke’s Theorem, it has a complement W ≤ V , which has to be of
dimension 2. As a matter of fact, W = {a1e1 + a2e2 + a3e3 : a1 + a2 + a3 = 0}.
Now {e1 − e2, e2 − e3} is a basis of W , and (12)e1 − e2 = −(e1 − e2) and
(12)(e2−e3) = e1−e3 = (e1−e2)+(e2−e3). So the matrix of (12) with respect

to this basis is

[
−1 1
0 1

]
.

On the other hand,

(123)(e1 − e2) = e2 − e3&(123)(e2 − e3) = e3 − e1 = −(e1 − e2)− (e2 − e3).

So the matrix of (123) is

[
0 1
1 −1

]
. △

4.1 Characters

Here K is again just a field, and we will indicate when it has to satisfy certain
properties, e.g. being algebraically closed.

A function f : G → K is called a class function if f(g−1hg) = f(h) for all
g, h ∈ G. Such a function need not be a homomorphism.

Given a representation φ : G → GL(V ), the character of φ is χ = χφ : G →
K given by χφ(g) = tr(φ(g)). As we know, the trace of a linear transformation
is independent of the choice of basis, so χ is well-defined.

Remark. Since χ(g−1hg) = tr(φ(g−1hg)) = tr(φ(g)−1φ(h)φ(g)) = tr(φ(h)) =
χ(h), each character is a class function.

For instance, the character of G → GL(V ) with φ(g) = idV for all g ∈ G is
the constant 1 function G → K. If φ : G → GL1(K) = K×, then χφ = φ via
id : K× ↪→ K. ◦

Suppose that φ : G → Sn is a group homomorphism. Then we have the
permutation representation φ : G → GLn(K) given as φ(g)ei = eφ(g)(i). Then
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the matrix of φ(g) has only 0’s and 1’s, and there is a 1 on the (i, i)th entry if
φ(g) fixes i. So χφ(g) is the number of fixed points of φ(g).1 For instance, if
φ(g) is given by left multiplication, then χφ(g) = 0 for g ̸= 1 and χφ(1) = |G|.
Actually, in general χφ(1) = dimV for φ : G→ GL(V ).

We may always attach a character χ : G→ K to χ : K[G] → K by χ(
∑
g∈G agg) :=∑

g∈G agχ(g). As a matter of fact, χ is a K-linear transformation.
Let us again assume that K is algebraically closed and char K ∤ |G|. Let

K[G] ≃Mn1(K)×· · ·×Mnr (K) and let V1, . . . , vr be the inequivalent irreducible
K[G]-modules. Then we know that any (finitely-generated) K[G]-module is
isomorphic to a (finite) direct sum of Vi’s.

Let φ : G → GL(V ) be a representation with finite-dimensional V . Say
V ≃ a1V1 ⊕ · · · ⊕ arVr where ai ∈ N. Then V has a basis such that for each
g ∈ G the matrix of φ(g) is of the form

φ1(g)
. . .

φi(g)
. . .

φr(g)

 .

Consequently, χφ = a1χ1 + · · · + arχr, where χi is the character of the repre-
sentation corresponding to Vi.

Proposition 4.1.1. Let φ : G → GL(V ) and ψ : G → GL(W ) be representa-
tions. Then φ and ψ are equivalent if and only if χφ = χψ.

Proof. It is clear that equivalent representations give rise to equal characters.
So assume that χφ = χψ. Say χφ = a1χ1 + · · · + arχr and χψ = b1χ1 +
· · · + brχr. We want to show that ai = bi for each i = 1, . . . , r. As above,
we consider χi as a linear transformation K[G] → K. For i = 1, . . . , r, let
zi := (0, . . . , 0, idxi , 0, . . . , 0) ∈ Mn1(K) × · · · ×Mnr (K). Then zi · zj = 0 for
i ̸= j, z2i = zi, and

∑
zi = 1 ∈ Mn1(K) × · · · ×Mnr (K). Also χi(zi) = ni and

χi(zj) = 0 for i ̸= j. Therefore χi = ni · z∗i where z∗i is the element of (K[G])∗

corresponding to zi. Since z1, . . . , zr are linearly independent we get z∗1 , . . . , z
∗
r

are K-linearly independent. Then so are χ1, . . . , χr. This gives that ai = bi for
all i. ■

Remark. If V = a1V1 ⊕ · · · ⊕ arVr is a K[G]-module, then V = aiVi. This
submodule is called the χi-isotopic component of V . ◦
Remark. The class functions form a K-vector space. Let C1, . . . , Cr be the
conjugacy classes of G and define f : G → K by fi ↾ Ci ≡ 1 and fi ↾ Cj ≡ 0
for i ̸= j. Then {f1, . . . , fr} is a basis of the K-vector space of class functions
G→ K. We have also seen above that χ1, . . . , χr are K-linearly independent. It
follows that any class function is uniquely given in the form a1χ1+· · ·+arχr. ◦

1We may thing of G as acting on {1, . . . , n}.
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From now on, we fix K = C until further notice. The reason for this is that
we want to prove certain orthogonality results for class functions, and this is
possible only when there is an inner product around.

Let us define the following coupling on the vector space of class functions:

⟨F,G⟩ := 1

|G|
∑
g∈G

F (g)G(g).

It is easy to check that this indeed gives a Hermitian inner product, i.e.

⟨αF1 + βF2, G⟩ = α⟨F1, G⟩+ β⟨F2, G⟩ & ⟨F,G⟩ = ⟨G,F ⟩.

Our eventual aim is to show that χ1, . . . , χr from above are pairwise orthogo-
nal to each other. First, let us consider the character of the left regular represen-
tation of G. This is just C[G] as a module over itself. So C[G] ≃Mn1

(C)×· · ·×
Mnr

(C) with irreducible C[G]-submodules Lij = (0, . . . , 0,Mni
(C)Ejj , 0, . . . , 0).

We know that Lij ≃ Lik for all j and k. Then C[G] ≃ n1L1 ⊕ · · · ⊕ nrLr where
Li = Li1 for i = 1, . . . , r. The corresponding character is ρ = n1χ1+ · · ·+nrχr.

Let z1, . . . , zr ∈ C[G] be as defined above. Actually, they are defined as ele-
ments ofMn1

(C)×· · ·×Mnr
(C), but here we really consider their images under

the isomorphism. Fix i, and write zi =
∑
g∈G agg. For g ∈ G we have ρ(zg−1) =

ag|G| and also ρ(zg−1) = n1χ1(zig
−1)+ · · ·+nrχr(zig−1) = niχi(g

−1). (Why?)
Then we get ag =

ni

|G|χi(g
−1) and hence zi =

ni

|G|
∑
g∈G χi(g

−1)g. It follows that

zi · zj =
ninj
|G|2

∑
g∈G

∑
h∈G

χi(g
−1)χj(h

−1)gh

=
ninj
|G|2

∑
g0∈G

(∑
h0∈G

χi(h0g
−1
0 )χj(h

−1
0 )

)
g0.

So if i = j, then

ni
|G|

∑
g∈G

χi(g
−1)g = zi = zi · zj =

n2i
|G|2

∑
g∈G

(∑
h∈G

χi(hg
−1)χi(h

−1)

)
g.

Therefore χi(g
−1) = ni

|G|
∑
h∈G χi(hg

−1)χi(h
−1) for all g ∈ G, and hence chii(g)

ni
=

1
|G|
∑
h∈G χi(hg)χi(h

−1) for all g ∈ G. Taking g = 1 gives 1 = 1
|G|
∑
h∈G χi(h)χi(h

−1).

If i ̸= j, then 0 = zi · zj = · · · = ninj

|G|2
∑
g∈G

(∑
h∈G χi(hg

−1)χj(h
−1)
)
g, and

so
∑
h∈G χi(hg)χj(h

−1) = 0 for all g ∈ G. Again, taking g = 1 gives 0 =∑
h∈G χi(h)χj(h

−1). We may actually summarize this as 1
|G|
∑
g∈G χi(g)χj(g

−1) =

δij .
Let φ : G→ GL(V ) be any representation with character χφ. Suppose that

g ∈ G is of order k. Then the minimal polynomial of φ(g) divides xk = 1. So
there is a choice of basis for V such that the matrix of φ(g) with respect to this
basis is diagonal with (distinct) kth roots of unity on the diagonal. Note that
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with respect to the same basis, φ(g−1) has the complex conjugates of the same
kth roots of unity because we have ζ−1 = ζ for roots of unity. It follows that
χφ(g

−1) = χφ(g), since conjugation is additive.

Putting this together with the previous equality, we get

⟨χi, χj⟩ =
1

|G|
∑
g∈G

χi(g)χj(g) =
1

|G|
∑
g∈G

χi(g)χj(g
−1) = δij .

So χ1, . . . , χr indeed form an orthonormal basis for the C-vector space of all
class functions.

Remark. For an arbitrary class function F = α1χ1+· · ·+αrχr we have ⟨F, χi⟩ =
αi; in other words, F =

∑r
i=1⟨F, χi⟩χi. ◦

As before, let C1, . . . , Cr be the conjugacy classes of G, and choose represen-
tatives g1, . . . , gr. Now

δij =
1

|G|
∑
g∈G

χi(g)χj(g
−1) =

r∑
k=1

1

|G|
|Ck|χi(gk)χj(g−1

k ) =

r∑
k=1

1

|CG(gk)|
χi(gk)χj(g

−1
k ).

Let A = (χi(gk))i=1,...,rk=1,...,r. This matrix is called the character table of
C[G]. Note that the equation above translates as

A

|CG(g1)|
−1 0

. . .

0 |CG(gr)|−1

AT = idr.

This means that A is invertible with inverse DA
T
, where D is the diagonal

matrix above. Then DA
T
A = id.

Remark. The (k, l)th entry of A
T
A is

∑r
i=1 χi(gl)χi(gk). Therefore, we see that∑r

i=1 χi(g)χi(hgh
−1) = |CG(g)| for every g, h ∈ G, and that

∑r
i=1 χi(g)χi(h) =

0 if g, h ∈ G are not conjugate. ◦

Example 4.1.2. Let G = S3. We have three conjugacy classes:

C1 = {id}, C2 = {(12), (13), (23)}, C3 = {(123), (132)}.

The characters are

χ1 : G→ C,
g 7→ 1

χ2 : G→ C×,

g 7→

{
+1 if g ∈ A3

−1 if g /∈ A3

χ3 : G→ GL2(C).

(12) 7→ tr

[
−1 1
0 1

]
= 0

(123) 7→ tr

[
0 −1
1 −1

]
= −1
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So the character table of S3 is

A =

C1 C2 C3[ ]
1 1 1 x1
1 −1 1 x2
1 0 −1 x3

.

△
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TO DO

1. Add something on Dual.

2. Add some words on (R/I)n becoming and R/I-module.

3. A section on Divisible Abelian Groups.
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